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Abstract

*

This analysis note focuses on extracting the exclusive y*n(p) — prm~(p) reaction cross
section from deuterium data. The existing v*n — pm~ event generator is modified to include
the spectator (proton) information based on the CD-Bonn potential [20] to simulate the real
data process. With this method, the exclusive quasi-free process is isolated successfully as
demonstrated by the comparison of the spectator momentum distribution of the simulation
with the missing momentum distribution of the data, and the kinematical final-state-interaction
contribution factor Rpgy is extracted directly from the data according to the ratio between the
exclusive quasi-free and full cross sections. The results of this analysis note are new the exclusive
and quasi-free cross sections off neutrons bound in deuterium. Furthermore, the corresponding
structure functions are extracted from those cross sections as well. The experiment was done
in Hall B at the Thomas Jefferson National Laboratory (JLab) by using the CEBAF Large
Acceptance Spectrometer (CLAS) detector, the “ele” run data off a liquid deuterium target
will provide these final results with a kinematic coverage for the hadronic invariant mass (W)
up to 1.825 GeV and in the momentum transfer (Q?) range of 0.4 — 1.0 GeV /c?.
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% 1.1 The resonance process of single-pion electroproduction off a neutron in deu-
100 terium. The initial proton in the deuteron is treated as the spectator, named as
101 R
102 1.2 (a)The momentum distribution of initial neutron in the exclusive v*n (p) —
103 pm~ (p) process, which is moving in the deuteron in the lab frame, and (b) with
104 log scale. . . . . . . L
105 1.3 (Color online) The comparison of W distributions. Black line presents Wy, blue
106 line shows W; calculated by setting n* = (—ps, E,) (E, with Eq. (1.15)). The
107 other colors present the W; distribution by setting n, to (—ps, m,) (cyan), (0, m,,)
108 (magenta), (—ps, m, + 221211 +2MeV) (blue), (—ps, m, + % + 1MeV) (orange),
109 and (—ps, my, — % —1MeV) (green). . . . ...
110 1.4 Kinematic sketch as in the text for the three leading terms in v*+D — 7~ +p+p
11 process (a) quasi-free, (b) pp re-scattering, and (c¢) pm~ re-scattering. Diagrams
12 (b) and (c) are two main sources of kinematical final state interactions. . . . . .
13 1.5 Kinematics of 7~ electroproducton off a moving neutron. The leptonic neutron
114 rest frame plane is formed by e and e#’, where k, E, k', and E are corresponding
115 momentum and energy of the incoming and outgoing electrons. ¢* is the virtual
116 photon four momentum and v is the transfered energy. The hadronic CM frame
17 plane is determined by final particles p and 7, here 67 and 6} are their polar
118 angles and ¢ the azimuthal angleof 7=. . . . . ... ... ..o
119 1.6 The X and Y projections of the Z,,.s; in the CM frame are plotted against each
120 other for exclusive quasi-free events. . . . . . . . . . .. . ... ... ... ...
121 1.7 The X and Y projections of the Z,,.s in the CM frame are plotted against each
122 other for final-state-interaction dominated events. . . . . . . . . ... ... ...
123 2.1 (a) shows the exclusive number of events normalized to the live-time corrected
124 charge for each file, and (b) shows it versus the scaled run number. Here the red
125 curve shows Gaussian fit function, and two blue lines show the 30 upper/lower
126 cut limits. . . . . . L
127 2.2 Schematic diagram for the 6c¢ reconstruction. . . . . . . . .. ... L.
128 2.3 (a) Example Oc¢ distribution of the 8th CC segment in sector 2, where the blue
129 curve shows the Gaussian fit function, and the fitting parameters p and o are
130 shown in the statistic box. (b) The c¢ versus segment number in sector 2 is
131 plotted, where u, 4+ 30, and p — 40 are marked as black stars and fit by a
132 second degree polynomial functions, which are shown as blue curves. . . . . ..
133 2.4 Example Npye x 10 distributions of left and right PMTs in the CC 10th segment
134 of sector 2 plotted separately and fit by the Poisson function Eq. (2.5) marked
135 asred CUTVE. . . . . . . .
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The example missing mass squared distributions of the spectator without any

kinematic corrections (black line), with only electron momentum corrections

(blue line), and with both electron momentum and proton energy loss correc-

tions (red line) are plotted for sector 4, where the fit parameters in the statistics

legend box correspond to the red-line Gaussian function fit. . . . . .. .. . ..
The (1500, VETSUS detector sectors without any kinematic corrections (black

squares), with only electron momentum corrections (red triangles), and with

both electron momentum and proton energy loss corrections (blue dots).

The U, V, and W coordinate distributions in the electromagnetic calorimeter.

The green area represents the selected events after the cuts. . . . . . . ... ..
The V' coordinate distribution in the electromagnetic calorimeter. Red lines

represent the hole cut limits. . . . . . . . . . .. .. ...
0. versus ¢, distributions of electrons are plotted for six sectors for experiment

(left) and simulation (right) reconstructed data each side by side within the

0.8 GeV < |p.| < 1.0 GeV momentum interval. The blue lines show the fiducial

cut boundaries for electrons. . . . . . . ... Lo
Example ¢, distributions of electrons in sector 4 for data with 0.8 GeV < [p.| <

1.0 GeV before (blue) and after (green) fiducial cuts. . . . .. .. .. ... ...
0. versus p distributions of electrons in all six sectors are compared for experiment

(left) and simulation (right) reconstructed data simultaneously each side by side.

The top and bottom black lines show the 6, cut boundaries, and the middle

paired black lines show removed regions, which are reflected in Fig. 2.24 by the

low event-rate bands. . . . ... ..o
(a) Typical example ¢ distribution of pions from the 0.2 GeV < [p,-| < 0.4 GeV

and 28° < .- < 30° intervals in sector 1, which are fit by the function (Eq. (2.22))

shown by the red line, where the corresponding fit parameters Py, Ps, and Py are

heights of the corresponding plateau regions of the trapezoid function and F,

Py, Py, and Pj are corresponding ¢ values of the inflection points. (b) Example

¢ versus 6 distribution for pions in sector 1 within the same momentum interval.

Corresponding fit parameters Fy and P; of each 6 bin are marked as stars and

fit by the function (Eq. (2.23)) shown by the back line. . . ... ... ... ...
Example ¢ versus 6 distributions of pions after event selection in sector 1 for

0.2 GeV < p— < 1.2 GeV within 0.2 GeV increasing steps, and the fiducial cuts

(blue lines) are plotted here for sector 1. . . . . . . . ... ... L.
¢ versus 6 distributions of pions in different p,- bins after event selection are

plotted for sector 1 for experiment (left) and simulation (right) reconstructed

data each side by side. The black lines represent the fiducial-cut boundaries.

6 versus p distributions of pions in six sectors are compared for experiment (left)

and simulation (right) reconstructed data each side by side. The middle paired

black lines show the removed regions, which are reflected in Fig. 2.29 by the

vertical low event-rate bands, and the bottom black lines represent 6 > 67 .
(a) Typical example for a ¢ distribution of protons from the 0.2 GeV < |pproton| <

0.4 GeV and 28° < 0p,010n, < 30° intervals in sector 1, which is fit by the function

Eq. (2.22) and plotted as the red line. The corresponding fit parameters P;, Ps,

and Pg are heights of the corresponding plateau regions of the trapezoid function,

and Py, P;, P, and P3 are the corresponding ¢ values of the inflection points. (b)

The ¢ versus 0 distribution of protons for sector 1 within the same momentum

interval. Corresponding fit parameters Fy and P, of each 6 bin are marked as

stars, fit by the function Eq. (2.23), and shown by the black lines. . . . . . . ..
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2.32 Example ¢ versus 6 distributions for protons in sector 1 for 0.2 GeV < pproton <
1.8 GeV within 0.2 GeV increasing steps and the fiducial cuts (blue lines) for
sector 1. . . . . L e e e e e

2.33 ¢ versus 6 distributions of protons plotted for six sectors for experimental ex-
periment (left) and simulation (right) reconstructed data each side by side. The
blue lines represent fiducial-cut boundaries. . . . . . . . . . ... ... ... ...

2.34 6 versus p distributions of protons in all six sectors are compared for experimental
(left) and simulation (right) reconstructed data each side by side. The middle
paired black lines show the removed regions, which are reflected in Fig. 2.33 by
the vertical low event-rate bands. . . . . . . . ... ... ... L.

2.35 The M? distribution with the two cut limits represented by the red lines illus-
trates the exclusive event selection process. . . . . . . . . ... .. ... ....

2.36 (Color online) The |p;| distribution of experimental data (black line) and simu-
lation (blue line) where “green” and “red” filled areas represent the integral of
the blue distribution from 0 MeV to 200 MeV and above 200 MeV, respectively.

2.37 (a)(Color online) The black line represents the missing momentum distribution
(|ps|) of the unmeasured proton from experimental data. Based on the CD-Bonn
potential [20], the Monte Carlo simulated scaled proton momentum distribution
leads to the red line and the detector-smeared simulated scaled distribution to
the blue line.(b) The zoomed plot of (a) to investigates this comparison clearly. .

2.38 momentum resolution . . . . . . . ... L

3.1 Flowchart showing the main steps of the detector and reaction simulation pro-
cess. v*'n(p) — pm—(p) events are generated by a realistic event generator, passed
through GSIM [1] and GPP [2], and cooked by RECSIS [3].. . . . . ... .. ..

3.2 (a) W distributions of exclusive quasi-free events of experimental data (black)
and the corresponding simulated distribution for the MAID98 (blue), MAID2000
(magenta), MATD2003 (green), and MAID2007 (red) versions. (b) @? distribu-
tions for the experimental events and the corresponding simulatied events of
(). o

3.3  Event start time (¢y) distributions of the exclusive quasi-free events for experi-
mental data (left) and simulation with smearing factor f=0.9 (right) are fit by
Gaussian functions (red curves). The corresponding fit parameters are listed in
the statistic boxes, respectively. . . . . . . . . ... oL L

3.4 The o of ty versus f from the simulation events are fit by a linear function (blue),
and the red line corresponds to the the o of ¢y from the measured exclusive quasi-
free events. The f value corresponding to the cross point is used to smear the
simulated detector SC resolution. . . . . . . . . ... ... L.

3.5 The fitted o values of M? distributions depending on different a = b = ¢ values
are plotted as black points. These are fit by a linear function (blue). The
red horizontal line represents the fitted o values of M? distributions from the
experimental reconstructed events. The value of a = b = ¢ corresponding to the
cross point is used to smear the simulated detector DC resolution. . . . . . . ..

3.6 The M? distributions of the exclusive quasi-free events for experimental data
(left) and simulation with smearing factors f = 0.9 and @ = b = ¢ = 2.5 (right)
are fit by Gaussian functions (red). The corresponding fit parameters are shown
in their statistics legend boxes. . . . . . .. ...

4.1 W and @Q? binning for the 7~ electroproduction events, where vertical and hori-
zontal lines are shown as the lower and upper corresponding bin limits. . . . . .
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5.10 Example of the cos#’_ dependent structure functions o7 + €0, (top row), orr
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5.14 (Color online) The spectator missing mass squared M? distributions for data
(black curve) and simulation (blue curve). The black, red, and blue vertical
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Chapter 1

Single-Pion Electroproduction off the
Moving Neutron

Single-pion electroproduction has been the main process in the study of the N — N* transition
form factors of the lower mass nucleon resonances such as Ps3(1232), P1;1440, D13(1520),
S11(1535), S11(1650), F15(1680), and D33(1700). A moving neutron in a deuteron target is not
the same as a free neutron at rest, we need to deal with the motion, off-shell effects, and final
state interactions, which will be introduced in the following sections.

1.1 Data Status

Table 1.1: Summary of the single pion electronproduction off bound neutron in the deuterium

. _ do(yw+n—=n"+p) _ Rate(e+d—et+m" +p(p))
target with Ry -+ = do(yy+p—nt+n) — Rate(etd—etnt+n(n))"

Reaction Observable W value Q* value Lab/experiment
GeV GeV?
en(p) = €1 p(p) R jn+ 2.15, 3.11 1.2,4.0 Cornell/WSL [13]
ep(n) — e mtn(n)
en(p) = e p(p)  do/dQ 2.15, 2.65 1.2, 2.0 Cornell /WSL [14]
ep(n) — e mtn(n)
en(p) = €1 p(p) R jn+ 1.28-1.71 0.5 NINA [34]

P)  Rejrt 1.3-1.7 1.0 NINA [28]

ep(n) — e wtn(n) Rt jne 1.16, 1.232 0.0856, 0.0656 ALS [23]
en(p) = e 7 p(p)

en(p) — e pr—(p) orL,oT 1.15, 1.6 0.4 JLab-HallA [22]
en(p) — € pr—(p) oL,oT 1.95, 2.45 0.6, 1.0, 1.6, 2.45 JLab-HallC [24]

The low-lying excited states of the proton have been studied in greater detail [15], there
is still very little data available on neutron excitations. Because of the inherent difficulty in
obtaining a free neutron target, a deuterium target is the best alternative. From the SAID
database [4], the 7~ electroproductions off neutrons in the deuterium are listed in the Tab. 1.1,
in which, the ratio R.-/r+ was directly measured for most available data. Even though the
differential cross sections were measured directly, they are only available for single or couple Q?
values and in parts of the whole resonance range. We need to accumulate sufficient and precise
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data for the neutron, not only to study the isospin dependent structure of the nucleon and its
excitations, but also to aid the development of QCD based calculations and models.

The six simplest pion electroproduction reactions off the free proton, bound proton, and
bound neutron targets are summarized as

v +p— 70+, (1.1)

Y +p—=at+n, (1.2)

v+ D(p) = 7" +n+ n,, (1.3)
v+ D(p) = @ + p+ n,, (1.4)
v+ D(n) = 7 +p+ps, and (1.5)
v+ D(n) = 7° +n+ p,. (1.6)

All the listed single-pion reactions under the same experimental conditions are included in the
“ele” run, which took data with the CLAS detector at JLab from December 14th, 2002 to
January 24th, 2003. The combined analysis of processes Eq. (1.1)- (1.6) will provide the best
possible experimental information about the final state interactions and the off shell effects of
the bound nucleon, which are crucial to extract the free neutron information. In this analy-
sis note, the process Eq. (1.5) is analyzed, which includes both resonance and non-resonance
process, to extract corresponding cross sections off the neutron in the deuterium target in the
resonance region. The resonance process of interest Eq. (1.5) is shown in Fig. 1.1, where the
electron emits a virtual photon (7*) exciting the neutron to one of its excitations (N*), then the
resonance decays to a 7~ and a proton (p). The initial proton in the deuteron is treated as a
spectator (P;), which will be discussed in Chapter 2 that discusses how to isolate the quasi-free
process.

=
v
©

d

> Ps

Figure 1.1: The resonance process of single-pion electroproduction off a neutron in deuterium.
The initial proton in the deuteron is treated as the spectator, named as P;.

1.2 Kinematics

Before we introduce the kinematics of the scattering from a bound neutron in a deuteron, we
first consider the case of scattering from a free neutron that is at rest in the lab frame, then
the chosen variables W; and Q)? are defined as:

Wit = /(g +n)? = V/(p + (m)m)2 = Wie, (1.7)
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(Q)? = —(g")* = (e — )2, (1.8)

where ¢* presents the four momentum of the virtual photon. W/ ¢! and (Q"**')? correspond
to the invariant mass of the photon-nucleon system and the four-momentum transfer of the
virtual photon for this scattering respectively, which are determined in the leptonic interaction
plane that is shown in Fig. 1.5 with the gray color. In addition, we also need to determine
two body final state p* and (77)*. In general, two final particles need to be described by
4 x 2 = 8 components of their four vector momentum. Indeed, with the knowledge that they
are all on mass shell, it gives two restrictions (E? — k¥ = m?}j = 1,2). Furthermore, the
energy momentum conservation laws impose four additional constraints for four momentum
components of the final particles. So we only need two kinematics variables to determine the
hadronic two body final state. Eventually, we end up with four variables to represent the
v*n(p) — pr~(p) cross section.

For the kinematics of the process Eq. (1.5) that is the scattering from a bound neutron in a
deuteron, we have to consider the influence on the final cross sections of Fermi motion, off-shell
effects, and the final state interaction, which are introduced next.

1.3 The Fermi Motion

In the process Eq. (1.5), where the initial neutron is moving around “quasi-freely” in the
deuteron in the lab frame. By measuring all final particles €', p, and 7~ exclusively, energy
and momentum conservation imply that the sums of the four-momenta before and after the
reaction are identical:

"+ D" = (7 )" +pt +pl

1.9
¢" +pi + = () A+l (19)

where D* is the four-momentum of deuteron that is at rest in the lab frame, D* = (0,mp).
n* and p!' correspond to the four-momentum of the neutron and the proton, respectively, that
are moving and loosely bound in the deuteron in that frame. The outgoing missing proton p#,
which is not directly measured, is reconstructed from the Eq. (1.9) by

pi=¢q"+D"— ()" =", (1.10)
and the momentum of this proton is calculated by
pe=q—7m" —p. (1.11)

Ignoring the off-shell effects at this moment, we focus on the motion first. In the quasi-free
process of the reaction Eq. (1.5), where the initial proton is treated as a “spectator” that is
totally unaffected by the interaction, thus p! = p* in Eq. (1.9) (ignoring the off-shell effects).
Then we can rewrite the Eq. (1.9) by

¢+t = () +p", (1.12)
and the initial neutron momentum is reconstructed by
i=n+p—¢q (1.13)
For the quasi-free process, by comparing Eq. 1.11 with Eq. 1.13, we get

ps =pi = — . (1.14)
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In contrast to the free neutron case, the neutron is now moving around with the Fermi momen-
tum, which is reconstructed from Eq. (1.13) and graphed in Fig. 1.2a and 1.2b. This motion
causes changes in the kinematics compared to scattering off a neutron at rest in the lab frame.
Thus, in order to define the proper electron scattering plane, we first boost e*, (e/)”, p*, and
(7=)* from the lab frame into the neutron rest frame with the boost vector calculated from
n* (Eq. (1.12)). In this frame, the variables W;, W; and Q? are calculated from Eq. (1.7) and
Eq. (1.8), as well as the electron scattering plane is defined. Then W; and Q? are selected
to represent the scattering cross sections off the moving neutron in the deuteron. So for this
work, the final reported cross sections are not influenced by the Fermi momentum of the initial
neutron in the deuteron.

§ 12000;
10000~ — Exclusive |7l
8000 }
6000 ;

4000/~ o

2000—

2
171 Gev)

!
2
17l (Gev)

(a) (b)

Figure 1.2: (a)The momentum distribution of initial neutron in the exclusive y*n (p) — pr~ (p)
process, which is moving in the deuteron in the lab frame, and (b) with log scale.

1.4 Off-shell Effects

As mentioned previously, the bound neutron is also off-shell beside moving around in the
deuteron. Even in the quasi-free process (isolating the quasi-free process is discussed in the
Chapter 2), p! is not equal to p# due to the fact that the initial proton p; is off-shell and outgomg
“spectator” proton p; is on-shell in the reaction Eq. (1.5). However the relation p; = p; = —
is not influence by the off-shell effects in the quasi-free process. So we can reconstruct the
off-shell neutron four momentum by n* = (—p;, M,,) and E, = \/(—p:)2 + (M,)% So it is
better to choose Wy, which is well defined and measured directly from p and 7~, rather than
W, to present the final cross section. In the “spectator” situation, in order to conserve energy
and momentum in the scattering process, we have set

]{?2
M, = m, — 2—2
e =25

my

— 2MeV, (1.15)

reestablishing W; = W;. This can be seen in Fig. 1.3, where W} is calculated by Eq. (1.7)
and radiative corrected W; is calculated by setting E,, with Eq. (1.15), which are presented by
the black and red lines separately, and their peaks match each other. For other possible M,
settings, we get shifted or smeared W; distributions (radiative corrected) compared to Wy. The
boost vector (from the lab frame to the CM frame) is calculated using the different W; and W,
then the influence of those different boosts on the final cross section can be quantified. The
result shows that these effects on the final cross sections are marginal and are accounted for as
a source of systematic uncertainties described in Chapter 5.
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Figure 1.3: (Color online) The comparison of W distributions. Black line presents Wy, blue line
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1.5 The Final State Interaction (FSI)

The reaction process of interest here Eq. (1.5) is also depicted in Fig. 1.4 (a). For small missing
momenta, |pi|< 200 MeV, the quasi-free process is dominant (see Chapter 2). However in
this process, it is possible to have final state interactions, such as pp re-scattering and pm re-
scattering, also shown in Fig. 1.4 (b) and (c), respectively. It corresponds to the situation
in which the outgoing proton or 7~ interacts with the spectator proton (P;). Thus, the four
momenta of the final state particles are changed due to these final state interactions. After
isolating the quasi-free process, the kinematically defined FSI contribution factor Rpg; will be
extracted from the data itself, and the details will be discussed in the Chapter 5. It is also
possible to have other kinds of FSI in the pion production process off the deuteron, such as
7 +n, = 7 +pand 7 + ps — 7 + n, which can increase or decrease the final state 7 p
production. If we want to quantify contribution of this kind of FSI from the data itself, a
combined analysis of pion electroproduction off the free proton, the bound proton, and the
bound neutron in the “ele” run is needed. In this analysis note, this kind of final state
interactions are not quantified.

1.6 Boosting of the Kinematic Variables

In order to get the correct variables to present the final cross sections of 7~ electroproduction
off the neutron in the deuterium target, we boost first all particles’ four momenta from the lab
frame (deuterium at rest) into the neutron at rest frame with the boost vector B, = —1/E,,
where 77 and E,, are calculated from n* (Eq. (1.12)). Then the invariant mass W; and the
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Figure 1.4: Kinematic sketch as in the text for the three leading terms in v*+D — 7~ +p+p
process (a) quasi-free, (b) pp re-scattering, and (c¢) pr~ re-scattering. Diagrams (b) and (c)
are two main sources of kinematical final state interactions.

Figure 1.5: Kinematics of 7~ electroproducton off a moving neutron. The leptonic neutron rest
frame plane is formed by e* and e, where k, E, k', and E" are corresponding momentum and
energy of the incoming and outgoing electrons. ¢* is the virtual photon four momentum and v
is the transfered energy. The hadronic CM frame plane is determined by final particles p and
m, here 05 and 0} are their polar angles and ¢} the azimuthal angle of 7~.

momentum transfer Q? are calculated by the Eq. (1.7) and (1.8) in this frame. In addition, by
setting the coordinates in this frame, Z,,.5; parallel to the virtual photon direction and ¢, es
perpendicular to the electron scattering plane, we ensure that Z,,.s is staying in the electron
scattering plane and is set to be & direction in the final coordinate system. Secondly, we directly
boost all particles’ four momenta from the lab frame into the CM frame with the boost vector
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Bo=—(F+7)/ (E, + E,-), then set the Z¢)s parallel to the virtual photon direction in this
frame. Since the Z,,.s is not as well defined due to off-shell effects, it is better to set the final
z parallel to Zop,. The X and Y projections of the Z,,.s in the CM frame are plotted against
each other for final-state-interaction dominated events and quasi-free events, which are shown
in Fig. 1.7 and 1.6, respectively. It turns out that the spread of these distributions around
zero correspond to the angle difference between Z,,,..ss and Zops, which are 5.4° for final-state-
interaction dominated events in the exclusive process and < 1° for quasi-free events. Although
the final-state-interaction dominated events show significant spread, this coordinate choice is
the best way to present the quasi-free results for the bound neutron data. The cos ¢ _ and ¢ _
are calculated ultimately in the CM frame. In summary, the coordinates are set by:

A qr .
z= | — k with respect to the CM frame
q*
- - . . (1.16)
Z is in the k, k" plane of the n rest frame and perpendicular to Z, and
y=2ZzZXZz,
which are shown in Fig. 1.5.
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Figure 1.6: The X and Y projections of the Z,,.s; in the CM frame are plotted against each
other for exclusive quasi-free events.

1.7 Formalism

The cross section for the exclusive v*n — pr~ reaction with unpolarized electron beam and
unpolarized free neutron target is given by
d°o B do
dE'dSy:_dQ, B dsy:_
Where the virtual photon flux that depends on the matrix elements of the leptonic interaction
is calculated by

(1.17)

r, (E Q)

a B K,

22 B (1—¢)Q? (1.18)

T, (EQ) _

7
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Figure 1.7: The X and Y projections of the Z,,.s in the CM frame are plotted against each
other for final-state-interaction dominated events.

Here a = 1/137 represents the electromagnetic coupling constant, e corresponds to the trans-
verse polarization of the virtual photon,

€= (1 + 2 (%2) tan2%> B : (1.19)

and the photon equivalent energy is calculated by

W2_M2

By =331

(1.20)

Wy ”

In these equations “x” denotes that the variable is calculated in the CM frame, all others are
in the neutron at rest frame. Moreover, F is the initial coming electron energy, E' and 6, are
outgoing election energy and scattering angle. €2 and €2,- correspond to the solid angles of
outgoing electron and 7~. If we want to represent the cross sections in W and @? bins, the
Jacobian factor needs to be applied for the variables transformation (E', Q) — (W, Q?)

do
sy

d*o 1 d*o L, (E/,Q) do

AWdQdQ ~ T (W,Q2) dE, dv_dQ, — J(W,Q2) dr_

1, (7.7 (1.21)

The invariant mass W and virtual photon momentum transferred Q? are calculated by the
following equations:

W =/Q*+ M2+2M, (E - E'), (1.22)

Y :
Q* ~4EE SmQE =2EE (1 —cosb,) . (1.23)
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The Jacobian factor is defined by

ow  ow |y o
2\ |oE" 99| OE’  Odcosb ,
J (W,Q ) — 8Q2 BQ% — % aQQ 8Q2€
oE’ 8Qe/ OE’ Ocos 96/
1 fE(lfcosae/)an EE

= — w w

2m 2B (1 —cosf,) —2EF
_ 2E°E' (1 —cosf,) +2M,EE 2E”E' (1 —cosf,)
B W W

(1.24)

_ M,EE
W

From Eq. (1.21) and (1.24) we can calculate the virtual photon flux, which depends on
(W, Q%) by

T, (E',Q, 1474 E K
F’U (W7Q2) = ( e) = 7T/ i_—’Y
J (W, Q?) EE'M, \27% E (1 —¢€) Q? (1.25)
a1 W(W?-MP) '
AT EPM2 (1-6)Q?
Since Q? = —q¢tq, = |§]*>—v? and Q? ~ AFE sin?%, ¢ also can be simplified as
1% 2
V2 AN Q? + 12 !
=(1+2(14+ = |tan®= ) ~(14+2-——= 1.26
€ (+<+Q2)an2) <+4EE,_Q2> (1.26)

The hadronic differential cross section is calculated from the four fold differential cross section
(Eq.(1.27)), which is extracted finally from the experimental yield.
d*o

AW dQ2dS2"

do
dsy: _ '

=T, (W, Q% (1.27)

do 1 d*o
asy:_ T, (W, Q2) dWdQ2dQy:
For the exclusive v*n(p) — pr~(p) reaction, we use the same equations to extract the
hadronic differential cross section by ignoring the off-shell effects when calculating the virtual

photon flux. From now on, W represents W, along with Q? that are calculated in the neutron
rest frame. cos@’_ and ¢’_ are calculated from the CM frame of p and 7~ system.

(1.28)
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Chapter 2

Data Analysis

In this analysis, the deuterium target data from the “ele” run is analyzed. The data processing,
particle identification, corrections, fiducial cuts, and event selection will be addressed in the
following sections.

2.1 Data Processing

The data taken in CLAS is grouped into runs. Here a run is related to a continuous data
taking period. An experiment operator usually ends a run once it reaches a certain size of the
data or when something goes wrong during the data taking process. Furthermore, a run data
set is split further into reasonable pieces (called run files) by DAQ automatically (typically
2GB for the “ele” run), which is due to the filesystem limitation. The “ele” run period of
the liquid deuterium (LDy) target is subdivided into 94 run and 1985 run files related to the
electron beam condition, from which we want to carry out the analysis. Besides these, there
are 4 empty target run files, which are taking data without L Ds. The information of the empty
target runs is needed to carry out the background subtraction process, details of which are
introduced in the Chapter 4.

The raw data files are “cooked” with the CLAS reconstruction and analysis program (REC-
SIS) to extract information about the detector response and convert the raw detector data into
momenta, vertices, times, and particle information, i.e. charge and particle ID. In more detail,
the “RECSIS” program is in charge of the following tasks:

e geometrical matching of each DC track to the corresponding hits in the other detectors (i.e.

CC, SC, and EC),

identifying the trigger particle (i.e. electron),

calculating time information (i.e. trigger time, particle times),

identifying other particles corresponding to their tracks (i.e. p,77), and

building an event and writing it to the output file (BOS files).

Basically, we choose and optimize which banks need to be saved in the BOS files to record
outgoing particle information by setting the “tcl” file [5]. Here, in this analysis note, we use
the EVNT, DCPB, CCPB, SCPB, and ECPB BOS bank information [6] to carry out the data
analysis. Usually, the processed data is converted in different formats including these BOS
banks. In this analysis, the output file with “ntuple” format is used because of its ROOT
friendly structure.

10
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2.2 Quality Check

In order to reduce the influence of unstable run conditions (due to beam, target, detector, etc.),
it is better to check the run quality first. For the LD, target run period, we have 1985 run files
that need to be checked. The live time is the total time when the DAQ is actually recording
events. We plot the ratio of exclusive events to the live-time corrected charge (measured in the
Faraday cup) in Fig. 2.1a, then fit it by the Gaussian function, which is shown in red, to get
the corresponding fit parameters g and o. Then the y — 30 < ratio < p + 30 cuts shown as
two blue lines in Fig. 2.1a are applied to all files, and only the selected “golden” files between
the two blue lines in Fig. 2.1b are used for the following data analysis, which are also listed in
the reference [7].

aooETTTTT T - : I R R e e S
‘ Entries 1985 o0 E
350 — = B
3 18000 — —
3005 7; 8)170007 3
zso? 7; El&m; . . " X L. L. 3
I | E * R . P . 3
200 = %150005 ﬁ L. $ B s L T
ST THTTHTLE
ssof- E g BRI DBIG] i
E E L1l 13000 = O - —
100 - E te B
3 12000 -
S0 = 11000— —
Bl e ] Eov v b ) e
18000 11000 12000 13000 14000 15000 16000 17000 18000 19000 20000 3652 3654 3656 3658 3660 3662
Events/Charge Scaled run number
(a) (b)

Figure 2.1: (a) shows the exclusive number of events normalized to the live-time corrected
charge for each file, and (b) shows it versus the scaled run number. Here the red curve shows
Gaussian fit function, and two blue lines show the 30 upper/lower cut limits.

2.3 Electron Identification

The EVNT bank IDs (electron ID: 11, proton ID: 2212, and 7~ ID: -211), which mark particles
based on their basic information and some initial cuts performed during the “cooking” process,
are on the cross section level not reliable enough to be used for particle identification. Thus
we need to build effective cuts, which can be applied on candidate particles to finalize their
particle identity. Here the purpose of cutting on electron candidates is to reduce electronic
noise, accidental events, and the negative pion contamination as much as possible without
losing good electron candidates. We define an electron candidate by satisfying the following
requirements

e First negatively charged track: electron detection triggers the DAQ system to record data
from all the sub-detectors of CLAS.

o (DCstar, ECsat, SCstat, and CClyqy) bits > 0 [6]: electron should geometrically match each
DC track to the corresponding hits in the other detectors.

e stat bit > 0 [6]: the trajectory of a electron passes the time-based tracking.

The purpose and details of each electron identification cut will be discussed below.
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2.3.1 Minimum Momentum Cut

The forward EC is one of the main trigger components in electroproduction experiments with
CLAS. A threshold can be set to require a minimum energy for the trigger. A study of the
inclusive cross section at various beam energies with CLAS [19] results in a low momentum cut
Pmin depending on the calorimeter low total threshold (in millivolt) of the trigger discriminator.
In that study the safe electron p,,;, is obtained from

pmzn@” MGV) =214 4 2.47 x EOthreshold(in mV), (21)

where, for the “ele” run, the ECicsnoq = 100 mV and p,i, = 461 MeV. SO Peectron >
461 MeV cut is applied on electron candidates at first.

2.3.2 0cc versus Segment Cut

~ o

= ~ SCplane

>

beam line

Figure 2.2: Schematic diagram for the 6o¢ reconstruction. Here pg is the intersection of the
track with the SC plane (read from DCPB bank (z_sc, y_sc, z_sc)), 7i is the normalized direction
of the track from the SC plane (read from DCPB bank(cx_sc, cy_sc, cz_sc)), and p'is the unbent
track to the CC plane.

The requirement of the negative DC track with the corresponding signal in the CC is not
good enough to select real electron candidates. Therefore, the ¢ cut is applied to help. Since
the torus magnetic field bends the electrons toward the beam line and CC segments are placed
radially according to the CLAS polar angle, it is convenient to use Oc¢ (see Fig. 2.2) rather
than the 6 angle at the vertex. There should be an one to one correspondence between Oc¢
and CC segment number for real electron tracks, while background and accidental noise should
not show such correlation. Basically, we can calculate ¢ in Fig. 2.2 from

Here the CC plane equation is Az + By + Cz + D = 0, with A = —0.000784, B = 0, C' =
—0.00168, D = 1, and S = (A, B, C) (see CLAS note [30]). In Fig. 2.2, we can calculate

P="r+ tii, where t = -2~ and cosa = (5)  Then the fcc distribution of each CC segment

cosa’ 15|

is fit by a Gaussian distribution (see Fig. 2.3a), and the corresponding fitting parameters p and

!

). (2.2)

Occ = arcos(

Sy
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o are obtained. Then pu, p+ 30, and p — 40 are plotted in Fig. 2.3b as black stars, which are
fit by a second degree polynomial functions. The cuts:

Qccu — 40 < Occ < QCCH + 30, (2.3)

accounting for the distribution not being completely symmetric around the mean, are applied
to both experimental data and simulation.

sector2, CC segment 8 sector2

6000

5000

4000

3000 25

2000~

1000F 10

OT L il e Il Ly | 0 2\\\4 ‘6"‘8”‘1‘0”‘1‘2”‘1‘4‘”]}6”18 50 1
0 10 20 30 40 50 e(:6c0 cCsegment
(a) (b)

Figure 2.3: (a) Example 0o¢ distribution of the 8th CC segment in sector 2, where the blue
curve shows the Gaussian fit function, and the fitting parameters y and o are shown in the
statistic box. (b) The fc¢ versus segment number in sector 2 is plotted, where i, u + 30, and
1 — 40 are marked as black stars and fit by a second degree polynomial functions, which are
shown as blue curves.

2.3.3 The Cut on Number of Photo-electrons

The Cherenkov detector is designed to separate negative pions from electrons. In the CC, the
momentum threshold for electrons and pions are ~ 9 MeV/c and ~ 2.5 GeV/c, respectively.
The CC’s ADC signal is converted to a number of photo-electrons (N,,.) and multiplied by
10 (Nphe x 10 caused by the reconstruction code). In order to better eliminate negative pions
and background noise, a Ny, X 10 > 30 cut is applied on electron candidates. For example,
in Fig. 2.4, the green area under the Poisson fit function (from Eq. (2.5) marked as red curve)
corresponds to safe electron candidates, and the small peak at N, x 10 ~ 20 contains not only
background and negative pions, but also good electron candidates with low CC efficiency hits.
With the extrapolation of the fitted Poisson function we can quantify those lost candidates by
the calculated red area, which can be recovered by applying the correction factor (N,
is calculated by

hecorrect)

as a weight for each accepted event. The weight factor Nyne,,..o0r
green area 34050 f(z)dx
phecorrect — d = 30 150 5 (24)
red area +green area [ f(z)dx + [y f(z)dx
where f(x) is the fitted Poisson function (see red curves Fig. 2.4) defined as
(2 i
by~ €
€Tr) = ) 25

where pg, p1, and py are free fit parameters. Then the green and red area are calculated by
integrating the fitted Poisson function (Eq. 2.4). The correction factor is calculated from the
Nppe % 10 distribution of left/right PMT in each CC segment per sector. After applying the
Nphe x 10 > 30 cut, the weight of events is set to be N, rather than 1, and the final
cross sections are calculated from those weighted events.

hecorrect
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Figure 2.4: Example N, x 10 distributions of left and right PMTs in the CC 10th segment of
sector 2 plotted separately and fit by the Poisson function Eq. (2.5) marked as red curve.

2.3.4 Sampling Fraction Cut

When high momentum pions exceed the Cherenkov radiation threshold, the separation of elec-
trons and negative pions becomes impossible by the CC. Thus the EC is used for separating
the electrons from the fast moving pions. Pions and electrons have different mechanisms of
primary energy deposition in the EC. Electrons deposit their energy mainly by bremsstrahlung
and pair production and subsequent showering reactions. This energy deposition mechanism is
momentum dependent. Meanwhile, pions lose most of their energy due to the ionization, which
is here practically independent of their momentum. Actually, the incident charged particles
can interact with the lead atoms of the EC detector when they are moving through, so the EC
can only measure a fraction of their energy. The fraction is called a sample fraction (SF) %,
which is the ratio of the total energy deposited in the EC to the momentum. For e~ /7~ sepa-
ration, all electron candidates are divided into eight momentum (p) bins, and in each of them,
the % is plotted and fit with Gaussian function (see Fig. 2.5a). Then the corresponding fit
parameters p, p + 30, and p — 30 are plotted on Fig. 2.5b as black stars, which are fit by a
third degree polynomial functions. The cuts,

Eiota Etota Etota
tot Z)# _ 30 < total < ( total
De De De

( ), + 30, (2.6)

are applied to the data. An example Fyy,/p distribution of the survival data is shown in
Fig. 2.5c. Since the sampling-fraction distributions of simulated reconstructed events are shifted
compared to the data, modified cuts are built by the same method as for the data and applied
to the simulated reconstructed events. An example distribution from the simulated events that
survive the cut is given in Fig. 2.5d.

2.4 Pion Identification

Similar to the electrons, pions are affected by the geometrical and efficiency effects of different
sub-detectors of CLAS. A pion candidate should satisfy initial requirements as follow:

e coincidence with one and only one good electron,

14
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Figure 2.5: (a) An example of an FEyu, /p distribution is fit with a Gaussian function (blue
line). (b) Eiotar/p versus p distribution, where the black lines show the upper/lower Ejqi/p
cut limits. (¢) Eypa/p versus p distribution after all experimental data event selections. (d)
Eiota/p versus p distribution after all simulation event selections.

e not the first negatively charged track,
o (DCsar, SCyiat) bits > 0 [6]: the pion candidates must have signal from DC and SC, and

e stat bit > 0 [6]: like for the electron, the trajectory of a pion should pass the time-based
tracking.

2.4.1 Pion AT Cut

The time difference AT, between the time calculated by the speed and track length of the
pion candidates and the actual measured SC time ¢;¢ should peak at zero for pions. This time
difference is given by

sc

AT, = —— —ti“+ty ~ 0, 2.7
Bic ’ (27)
where §; = “ is the speed of the pion candidate calculated from the momentum and the
assumed mass m; of the pion by
2
p;
D=1 ——, 2.8
p m2c? + p? (28)

and tg is the start time of each reconstructed event

sc

l
to =1 — =. 2.9
o=t - (29

Here ¢¢ is the electron time measured from SC, [5¢ is the path length of the electron track from
the vertex to the SC hit, and c is the speed of light. Then %, is used as the reference time for
all remaining tracks in that event.
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Figure 2.6: (a)Pion AT distribution with fitted Gaussian function (red curve) at 0.4 GeV/c <
pr < 0.6 GeV/c for sector 3. (b)Pion AT versus p, distribution with upper/lower AT cut
limits for sector 3.

The calculated AT; for each pion candidate is plotted in different momentum bins for each
sector, as seen in the example in Fig. 2.6a for the 0.4 GeV/c < p, < 0.6 GeV/c bin in sector 3,
and then fit by a Gaussian function to get the parameters p and o of the peak. After applying
the same method for all covered momentum bins, we get two fitted polynomial curves for y— 3o
and p 4 30, which are shown in Fig. 2.6b as an example. Next the cuts,

(AT,-), — 30 < AT,- < (ATy-), + 30, (2.10)

will be applied on the initial pion candidates for each detector sector individually.

2.5 Proton Identification

Similar to the pions, a proton candidate should satisfy initial requirements as follows:
e coincidence with one and only one good electron,
e not the first positively charged track,

o (DCsar, SCyiat) bits > 0 [6]: the proton candidates must have signals from both the DC and
the SC, and

e stat bit > 0 [6]: like the electron, the trajectory of a proton should pass the time-based
tracking.
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2.5.1 Proton AT Cut

For the proton AT calculation, the Eq. (2.7) and (2.8) are used by substituting ¢ for proton
candidates. Then, in a similar way as for pions, proton AT upper/lower cut limits are carried
out from the AT fit method in individual proton momentum bins by

(ATproton),u - 30 < A,T’prot‘on < (ATproton)u + 30‘, (211)

and an example is shown in Fig. 2.10a and Fig. 2.10b.

2.6 Timing Correction

If we only apply the above AT, cuts, we will lose some good pion candidates that are shown
in side band peaks seen in Fig. 2.6b, due to improper time reconstruction. For example, the
side bands located at -4, 4, 6 and 8 ns (Fig. 2.6b) could be attributed to the misaligned TOF
paddles, that have been assigned to the wrong RF bunch. In order to include these side band
events, we plot the AT distribution for each counter in the SC system per sector to check the
side band problem. Figure 2.7a shows an example of a side band peaking at —3.90 ns and the
main zero peak shifted to —0.05 ns as well as the Gaussian functions fitted for both peaks to
get the corresponding fitting parameters py and ps. Then two shifts,

AT = AT — 111(—3.90 ns), for AT < —2 ns and (2.12)

AT = AT — 115(—0.05 ns), for AT > —2 ns, (2.13)

are applied to correct for the improper time reconstruction. After the correction, Fig. 2.7b
shows the results. The AT shift of each counter per sector are listed in Tab. A.3 and Tab. A.4
of the Appendix A. Since the last 18 scintillation paddles of the SC system are paired into 9
logical counters, it is more likely to have AT side bands in the last 9 logical counters per sector,
as seen in the examples of the AT distribution without and with AT shifts for counters from
40 to 48 in sector 3 in Fig. 2.8 and Fig. 2.9 individually. Since improper time reconstruction is
independent of particle type, AT shift correction parameters for protons are the same as pions.

The example plots, which show that the AT shift correction parameters for pions also work
well for protons, are presented in Fig. 2.11 and 2.12, which are AT versus ppyoon distributions
without and with a AT shift (same as pions). Since protons are bent outward from the beam
line, it is easy to use proton’s AT distribution to test the higher counter number problem.
Here, Figure 2.11 shows the counter 48 has collected unreasonable amount of events for unknown
reason. We therefore removed all events from the counters 48 in all sectors for both experimental
and simulation data (see Fig. 2.9 and Fig. 2.12) and from counter 17 in sector 5.

In summary, the proton A T versus momentum distributions for all 6 sectors with /without
AT corrections are shown in Fig. 2.14 and Fig. 2.13. The pion A T versus momentum dis-
tributions for all 6 sectors with/without AT corrections are shown in Fig. 2.16 and Fig. 2.15.
On those plots, the corresponding determined AT cuts Eq. (2.10) and Eq. (2.11) are shown as
black lines. Finally, those AT cuts have been applied to the AT corrected experimental data
and also have been applied to simulation events directly without any AT corrections. Even if
there are some smearing effects for those AT side bands (which are not obvious from the above
AT plots Fig. 2.14 and Fig. 2.16), the systematic uncertainties study already take care of those
effects by varying the AT cut with AT, + 40 and AT}, & 20 (see section 5.52 and 5.53).
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Figure 2.7: (a) The pion AT distribution in counter 40 of sector 3 shows two peaks at 0.1 ns
and 3.9 ns (side band peaks), which are fit by two Gaussian functions (red curves) to get the
shift parameters. (b) The same AT distribution with AT shift correction.

2.7 Kinematic Corrections

Due to our incomplete knowledge of the actual CLAS detector geometry and magnetic field
distribution, which is not reproduced precisely in the simulation process, a momentum cor-
rection needs to be carried out for experimental data only. From reference [32] it is known
that momentum corrections are essential only for high-energetic particles. For the “ele” run
(with beam energy 2.039 GeV ), the expected momentum corrections for hadrons are signifi-
cantly less than for electrons and can be neglected. In addition, relativistic charged particles
other than electrons lose a measurable part of their energy by traveling through the target and
detector materials due to ionization. Hence, the reconstructed momentum is lower than the
initial momentum of these particles right at the vertex of the reaction. This effect has much
more influence on the heavy charged particles, which are the low energy protons in the 7~ p
channel, and can lead to mis-determination of kinematic quantities such as missing mass and
missing momentum. This effect is also reproduced in the simulation process also. Therefore,
the energy loss correction needs to be applied to the reconstructed proton momentum for both
experimental reconstructed data and simulation events.

2.7.1 Electron Momentum Correction

For the electron momentum correction, we used elastic events from the “ele” run with a proton
target. As described in reference [32], the electron momentum correction method includes two
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Figure 2.8: The pion AT versus p, distribution with upper/lower AT cut limits from counter
40 to 48 of sector 3.

parts, electron polar angle and momentum magnitude corrections, which are both developed for
each sector individually. The angle corrections were separated from the momentum corrections
by using the constraints provided by the elastic ep — ep scattering kinematics. The correspond-
ing correction procedures are followed by CLAS-Note 2003-012 [33] and the ele dataset elastic
peak positions are shown for six CLAS sectors before and after electron momentum correction
in Fig. 2.12 of the CLAS-Note 2018 [22]. For ele dataset the electron polar angle correction
functions are listed as:

Qecalculate - ge - 5067 (214)

here, 00, is the difference between the calculated (fecacuiate) and measured polar angles (6.) of
electron, which was analyzed for all ¢. and 6, angles.

66, = A(B,, sector) + B(0., sector) * ¢, + C(0,, sector) * ¢?

e’

A0, sector) = it BA L kO + 2 0P L 5603,

sector sector sector
_ B B B 2 B 3 B 4 B 5
B(9€7 S@CtOT) - asector + Bsectm’ * Qe + /ysector * 06 + gsector * 96 + nsector * ee + K o* 06
LBl (2.15)
C C C < C
_ . sector
0(967 S€Ct0’l°) - asector + ﬁsector * 96 _I— fysector * SZ?’L( 0 + nsector)’
e
_ C C C 2 C 3 C 4 C 5
C<9€7 S€Ct07”2) - asector + Bsector * 96 + f)/sector * 96 + gsector * 66 + nsectar * ee T RTK 967
A A A B B C B
where a0, Biectors Viectors Ssoctors Maectors - and €7 are the parameters of orders term of ¢,

and 0, and the indices A(,, sector), B(0,, sector), C (., sector) are related to the power of ¢..
All parameters above are different for CLAS six sectors, which are listed in the Tab. A.8 of the
Appendix A.

Furthermore, the electron momentum correction functions are shown as:

DPecalculate = Pe * 5]93; (216)
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Figure 2.9: The pion AT versus p, distribution with upper/lower AT cut limits from counter
40 to 48 of sector 3 after the AT shift correction.

Here, the correction function dp,. is a scale factor, which depends on the specific sector, can be
represented as a function of 6, and ¢, as follows.

ope = A' (., sector) + B (6., sector) * ¢o + C (8., sector)  ¢2(sectorl, 2,3,4, and 6),
ope = A' (0, sector’) + B (0., sector’) * po + C' (8., sectors) x ¢?
+ D'(8,, sector’) x ¢ + E (6., sectors) * ¢2,
A (667 SGCtOT‘) - Oé?ector + Bsector * 96 + fygxelctor * ‘95 + f;ilctor * ‘92 + ni/ctm" * 03 + KA/ * 627
., sector) = o, ., + *—i—l*—l—/*—i-/*—l—/@/*
(6 ) t ) SB;ctor ﬁsector 0 Victor 92 gictor 62 nictor 63 i 927
C (96’ SBCtOT’) - ascéctor + Bsector * 9 + Vsector * (92 + fsector * (92 + ni;tor * 93 + K’C/ * 927

(2.17)

A A
where ol .., sectm, S fsector, n2 .. and k4" are the parameters of orders term of ¢, and 6,

and the indices A’ (6., sector), B' (6., sector), C' (6., sector), D' (6., sector5) and E' (6., sectorb)
are related to the power of ¢.. All parameters above are listed in the Tab. A.9 of the Appendix
A.

An example missing mass squared distribution for the “spectator” proton is shown in
Fig. 2.20. The comparison between the black (no correction) and blue (with electron mo-
mentum correction) lines shows that the electron momentum correction shifts the missing mass
peak towards its expected value. But it is not enough, we have to carry out the proton energy
loss correction, which is introduced next.

2.7.2 Proton Energy Loss Correction

Original generated protons with momenta from 0 to 2 GeV and uniform polar and azimuthal
angles are passed through the GSIM and RECSIS reconstruction processes with all detector
materials switched on. The momentum differences between generated and reconstructed pro-
tons (dp) are shown in Fig. 2.17, where as the ratio between the Gaussian fit peak position
(in Fig. 2.17) and the corresponding reconstructed momentum value as a function of the re-
constructed proton momentum is plotted in Fig. 2.18. By fitting the black circles in Fig. 2.18,
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Figure 2.10: (a) Proton AT distribution with Gaussian fit function (red curve) at 0.4 GeV/c <
pr < 0.6 GeV/c for sector 3. (b) Proton AT versus pproton distribution with upper/lower AT
cut limits for sector 3.

the dependence of the momentum correction factor on the reconstructed momentum can be
identified clearly. Furthermore, the dependence of these fit parameters on corresponding 6, is
also shown in Fig. 2.19. Finally, the energy loss correction factor (dp) is given by

dp = par(0] + par(1]p + par[2]/p, (2.18)
where par[0], par[1], and par[2] are the fit parameters that depend on 6,. They are defined by

par[0] = ¢y + 16, — 2,
par[l] = cs — cab, + 05(9p)2, (2.19)
par(2] = cg — c7b, + 08(0p)2,

where the parameters ¢; (i = 0,1,2,3,4,5,6,7,8) are listed in Tab. A.5 of the Appendix A.
After electron momentum and proton energy loss corrections, the Gaussian-fitted missing mass
squared distributions of spectator proton ((¢* + D* — (7~ )* — p*)?) without any kinematic
correction, with only electron momentum correction, and with both corrections are plotted for
each sector to check the quality of kinematic corrections, and typical examples are shown in
Fig. 2.20. Then the corresponding fitted Gaussian means are obtained from these distributions
to calculate /7, = p?. Figure 2.21 shows that the values of 47, with both electron
and proton momentum corrections are closer to 0.88 GeV? (squared proton rest mass value)
for all sectors.
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Figure 2.13: The AT versus momentum distribution without any AT correction for positive
particles in the events that the good electron is the first particle. The corresponding proton
selection AT cuts are shown as the tow solid black lines.
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Figure 2.14: The AT versus momentum distribution with the AT corrections (Table A.3 in
Appendix A of the notes ) for positive particles in the events that the good electron is the first
particle. The corresponding proton selection AT cuts are shown as the tow solid black lines
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particle. The corresponding pion selection AT cuts are shown as the tow solid black lines
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Figure 2.20: The example missing mass squared distributions of the spectator without any
kinematic corrections (black line), with only electron momentum corrections (blue line), and
with both electron momentum and proton energy loss corrections (red line) are plotted for sector
4, where the fit parameters in the statistics legend box correspond to the red-line Gaussian
function fit.
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2.8 Electron Fiducial Cuts

The purpose of the fiducial cuts is to select maximally covered phase space regions with stable
detector efficiencies, which are reproduced well in simulation. Due to the complex and different
properties of the CLAS sub-detectors, the following fiducial cuts are introduced and applied to
both experiment and simulation reconstructed data.

2.8.1 EC Coordinate U, V, and W Fiducial Cut

When an electron hits the forward EC, it is expected to deposit energy proportional to its
momentum. However, there is a chance that the shower produced by the electron will not be
fully deposited in the calorimeter due to hitting it on the edge of the calorimeter. To avoid
this kind of effect, we first cut out the edge of the U, V and W coordinate planes of EC. The
cut limits 40 cm < U < 400 cm, V' < 370 cm, and W < 405 cm are illustrated in Fig. 2.22.
There is a chance that the condition of the EC is changed for some particular region. In order
to avoid that, we check U, V', and W distributions for each sector. Additionally it turned out
that there is a hole in the V' distribution of sector 3 (see Fig. 2.23). The hole is cut out by
demanding V' < 305 cm and V' > 321 cm. And all those cuts are applied on both experimental
and reconstructed simulated data.
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Figure 2.22: The U, V, and W coordinate distributions in the electromagnetic calorimeter.
The green area represents the selected events after the cuts.

2.8.2 ¢, versus 6, Cut

Since the fiducial cut in the ¢, versus . plane depends on the momentum of electrons (p.),
we plot the ¢, distribution for each 6, and p. interval per sector, which is expected to be a
flat distribution (see green regions in Fig. 2.25) because the cross section is ¢, independent.
The empirical shape of this kind of fiducial cut is carried out in [21] for the “ele” run and is

formulated as Py | 1500.0
7T )pl“!‘gﬁ‘?

180°
where A¢, represents the portion of the azimuthal angle ¢. accepted by the electron fiducial
cut for all possible corresponding kinematic variables 6, and p.. Here 6,,;, is the acceptable
minimum polar angle 6., which is calculated by

A¢. = 37.14sin((0c — Omin)

(2.20)

17.0
pe +0.14°

Furthermore, p; = 0.705+1.1p, and p, = —63.1+30.0p, are two momentum related parameters.
Finally, the accepted regions are 6, < 6. < 50° and (sector — 1)60° — Ag, < @7 <

Orin = 12.0 + (2.21)
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Figure 2.23: The V coordinate distribution in the electromagnetic calorimeter. Red lines
represent the hole cut limits.

(sector — 1)60° + Age, which are the same for experiment and simulation reconstructed data
and are shown inside the blue lines of Fig. 2.24 for examples.

2.8.3 The Electron Polar Angle (0) versus Momentum (p) Cut

As seen in Fig. 2.24, there are low efficiency regions (mainly caused by the dead wires of DC and
bad counters of SC) in the sectors 2, 3, and 5, which should be removed by the “cooking” process
and correctly translated to the simulation. However, this is not always the case, sometimes the
simulation reconstructed events are not reproducing those low efficiency regions, and this will
cause problems in calculating the correct acceptance of the detector. So, we remove detector
low efficiency regions based on the 6 versus p distribution for each final particle in each sector
separately. In Fig. 2.26, the middle black paired lines show boundaries of the removed regions
in each sector for electrons, which are applied simultaneously to experiment and simulation
reconstructed data.
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and simulation (right) reconstructed data each side by side within the 0.8 GeV < |p.| < 1.0 GeV
momentum interval. The blue lines show the fiducial cut boundaries for electrons.
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Figure 2.25: Example ¢, distributions of electrons in sector 4 for data with 0.8 GeV < [p.| <
1.0 GeV before (blue) and after (green) fiducial cuts.
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Figure 2.26: 6, versus p distributions of electrons in all six sectors are compared for experiment
(left) and simulation (right) reconstructed data simultaneously each side by side. The top and
bottom black lines show the 6, cut boundaries, and the middle paired black lines show removed
regions, which are reflected in Fig. 2.24 by the low event-rate bands.
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2.9 Pion Fiducial Cuts

The purpose of pion fiducial cuts is very similar to that of electron fiducial cuts. Since we do
not fully understand some of the low efficiency regions of the sub-detectors, we cannot fully
incorporate these effects in the simulation procedure. The solution is to cut out those regions
exactly in the same way for both experiment and simulation reconstructed data. The following
fiducial cuts are carried out for pions.

2600 930ﬁ—.—_ o
H r|_r\_‘JﬁrL-f'J_‘ n !—‘f\u ML HUHU Hﬂ 20;

T
F*- (1] _I-*-

RSN AR RN RARRNRRRRR RN

o A P B L
=30p, p20 —10 10 20p  Pp. 30 F = ==
0 1 30,

3% 30 20 50 60 70 8 90 100 110 120
0

(b)

Figure 2.27: (a) Typical example ¢ distribution of pions from the 0.2 GeV < |p,-| < 0.4 GeV
and 28° < 6,- < 30° intervals in sector 1, which are fit by the function (Eq. (2.22)) shown by the
red line, where the corresponding fit parameters Py, Ps, and Py are heights of the corresponding
plateau regions of the trapezoid function and Fy, P;, P», and P3 are corresponding ¢ values of
the inflection points. (b) Example ¢ versus 6 distribution for pions in sector 1 within the same
momentum interval. Corresponding fit parameters P, and P; of each 6 bin are marked as stars
and fit by the function (Eq. (2.23)) shown by the back line.

2.9.1 The Pion ¢ versus 6 Cut

For pions, we also need to cut out the boundary regions of the detector. We initially plot their
¢ versus 6 distributions in different p,- momentum bins in each sector as seen in the examples
in Fig. 2.28. Then we project these distributions on to the ¢ axis for each € bin, as shown in
Fig. 2.27a. The data is fit by a “trapezoid + constant background” function (red curve), which
is defined [29] by

Ps , O < Py,
(P4—P5)]‘§)11;32+P5 , P <9 < I,
=9 b , P0< ¢ < Py, (2.22)
(Pr—Ps)p=5+ P, PL<¢ <Py and
Fs ; ¢ > B,

where all parameters are shown in Fig. 2.27a, and the plateau region of the trapezoid between
parameters Py and P; is accepted by the fiducial cut. Every sector with each momentum and
0 bin has its own plateau ¢ region, and the corresponding fit parameters P, and P, are plotted
as boundaries of the 6 versus ¢ distribution (see Fig. 2.27b) and fit by modified exponential
functions

9% = Coman(1 — e~ 10+2)) 4 (sector — 1) * 60, and
T — Comin(1 4+ e~ C10TC)) 4 (sector — 1) * 60,

= =

(2.23)

where C} is a constant fit parameter, however Coaz, Comin, and Co are 7~ momentum (p,- )
dependent parameters. In each Ap,.- = 0.2 GeV interval, the corresponding Co,az; Comin, and
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C5 are obtained, then the Cy,az, Comin, and Cs versus p,- plots are created and fit by

ar|(2
COma:v; Omin;2<pfr—> = pCLT[O] + pCLT[l]Pﬂ— + pp [ ]7 (224)

where the corresponding fit parameters par|[0], par[l], and par|[2], along with C}, are all listed
in Tab. A.6 of the Appendix A. ¢™** and ¢"" for sector 1 are plotted as two blue curves on the
¢ versus 6 distributions in different p,- intervals, which are shown in Fig. 2.28. Finally, in order

0<p<0.2[GeV] 0.2<p<0.4[GeV] 0.4<p<0.6[GeV]

10
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Figure 2.28: Example ¢ versus 6 distributions of pions after event selection in sector 1 for
0.2 GeV < p,- < 1.2 GeV within 0.2 GeV increasing steps, and the fiducial cuts (blue lines)
are plotted here for sector 1.

to check if those fiducial cuts work properly for both experiment and simulation reconstructed
data, they are plotted on example ¢ versus 6 distributions side by side for sector 1 in Fig. 2.29.
Besides applying ¢™" < ¢,— < ¢"** on experiment and simulation reconstructed data, 6 > 07,
cuts are also applied. 6

e
mwn

is found empirically from 6 versus p distributions in Fig. 2.30 by

8.0

T —11.09
ATy o1l

min

(2.25)

which is represented by the black vertical lines in Fig. 2.29.

2.9.2 The Pion Polar Angle () versus Momentum (p) Cut

Like in case of electrons, we have to remove low-efficient regions of the detector for pions by
applying cuts on 6 versus p distributions, which are shown in Fig. 2.30 by paired black lines
for both experiment and simulation reconstructed data. For pions, the low efficient regions for
all sectors only show up in experiment reconstructed data rather than in the simulation recon-
structed data, nevertheless they are cut out for both experiment and simulation reconstructed
data. The cut functions are found empirically by

c
o Co + m , sector 1, 3, 4, 5, and 6 (2.26)
Co + % , sector 2,

where all parameters are listed in Tab. A.1 of the Appendix A.
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Figure 2.29: ¢ versus 6 distributions of pions in different p,- bins
plotted for sector 1 for experiment (left) and simulation (right) reconstructed data each side

by side. The black lines represent the fiducial-cut boundaries.
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2.10 Proton Fiducial Cuts

For the proton fiducial cut, we follow the same procedure as for other particles to only accept
stable efficiency regions of the detector. We apply the following cuts on both experimental data
and simulation.

2.10.1 The Proton ¢ versus ¢ Cut

We plot the proton ¢ versus 6 distributions in different momentum bins for each sector, see
examples in Fig. 2.32. A typical projected ¢ distribution for the 28° < 8,510, < 30° bin is shown
in Fig. 2.31a, which is fit by the function Eq. (2.22) to get the corresponding fit parameters Py
and P;. They are marked as stars in Fig. 2.31b and are fit by the functions ¢jrer, and ¢p
given by Eq. (2.27) to establish the fiducial-cut boundaries for protons. The fit parameters are
momentum independent but different for different sectors (see this behavior in Fig. 2.32). All

parameters are listed in Tab. A.7 in the Appendix A.
maz - — Py(1 — e PO 4 (sector — 1) * 60

proton

min _ py(1+ e—Pl(o"‘P?)) + (sector — 1) % 60

proton

(2.27)

g

Figure 2.31: (a) Typical example for a ¢ distribution of protons from the 0.2 GeV < [fyroton| <
0.4 GeV and 28° < 0,.010n, < 30° intervals in sector 1, which is fit by the function Eq. (2.22)
and plotted as the red line. The corresponding fit parameters P, Ps, and Fs are heights of
the corresponding plateau regions of the trapezoid function, and F,, P, P, and P; are the
corresponding ¢ values of the inflection points. (b) The ¢ versus 6 distribution of protons for
sector 1 within the same momentum interval. Corresponding fit parameters F, and P; of each
0 bin are marked as stars, fit by the function Eq. (2.23), and shown by the black lines.

In Fig. 2.33, the proton fiducial-cut boundaries ¢™% and ¢"" are plotted as ¢ versus 0

proton proton
distributions for experiment and simulation reconstructed data to conclude that they include

all the stable efficiency regions for both.

2.10.2 The Proton Polar Angle (#) versus Momentum (p) Cut

For protons, we only cut out the low efficient regions of sector 2 and 5, which are visible in
Fig. 2.34, where the cut functions are found empirically by

Cop® + C1p* 4+ Cop + Cs , sector 2
0=1< Co(p+C1)%+Cs , sectorb — 1 (2.28)
Colp+Cy)>+Ci(p+Cy)?+Cox (p+Cy) +C3 , sectord — 2,

and for which all fit parameters are listed in Tab. A.2 in the Appendix A.
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Figure 2.32: Example ¢ versus 6 distributions for protons in sector 1 for 0.2 GeV < pproton
GeV within 0.2 GeV increasing steps and the fiducial cuts (blue lines) for sector 1.

Figure 2.33: ¢ versus 6 distributions of protons plotted for six sectors for experimental experi-
ment (left) and simulation (right) reconstructed data each side by side. The blue lines represent
fiducial-cut boundaries.
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Figure 2.34: 6 versus p distributions of protons in all six sectors are compared for experimental
(left) and simulation (right) reconstructed data each side by side. The middle paired black
lines show the removed regions, which are reflected in Fig. 2.33 by the vertical low event-rate
bands.
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2.11 Event Selection

With the saved information of all but one final state particles (¢', 7~, and p) and the deuteron
(D) at rest in the lab frame, we finally select and analyze events for the reaction ~v*n (p) —
pr~ (p) by applying the following cuts.

2.11.1 Exclusive Events Selection

For events that have reconstructed four momenta for €', 7=, and p, we calculate the missing
“spectator” mass squared M2, which is determined by

M? = (P! — P + P, — Pl — P, (2.29)
where P*, Péf, Pp, P and P! are the four momenta of the corresponding particles. In order

to select the exclusive process y*n (p) — pr~ (p), we apply the 0.811 GeV? < M? < 0.955 GeV?
missing mass cut to isolate the “spectator” proton peak (see Fig. 2.35), which should be around
the proton rest mass squared (~ 0.88 GeV?).

‘1‘y‘m

0.5 1 15 2 25

o\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\l

3
M? [GeV?]

Figure 2.35: The M? distribution with the two cut limits represented by the red lines illustrates
the exclusive event selection process.

2.11.2 Quasi-free Exclusive Events Selection

Based on the exclusive events, we apply an additional cut on the missing momentum of the
“spectator” (|ps|) for both experiment and simulation reconstructed data, which is shown in
Fig. 2.37a. |p;| is calculated by

|Ps|=| pe — D) — P~ —Dp | - (2.30)

The zoomed in Fig. 2.37b focuses on the low “spectator” momentum distribution (black line) for
experimental data and the detector-reconstructed Monte Carlo (MC) simulated proton Fermi
momentum distribution with the CD-Bonn potential (blue line) [20]. The comparison between
the two curves reveals that the quasi-free process is absolutely dominant in the |p;|< 200 MeV
region. When |p3|> 200 MeV, the final state interaction becomes first measurable and then even
dominant. Since the |py| distribution of experimental data is right underneath the simulated
Fermi momentum distribution (blue line) up to 200 MeV, we can successfully isolate the quasi-
free process by applying this cut, and the assummed “spectator” becomes a true spectator

[{9))

proton. Meanwhile, we also cut away some good quasi-free events with this cut. Here “r
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Figure 2.36: (Color online) The |p;| distribution of experimental data (black line) and simulation
(blue line) where “green” and “red” filled areas represent the integral of the blue distribution
from 0 MeV to 200 MeV and above 200 MeV, respectively.

denotes the factor to correct good quasi-free events outside the |p;|< 200 MeV cut. In order to
calculate “r”, the |ps|< 200 MeV cut is applied to simulated events to get the |p;| distribution
for each kinematic bin. Then the factor r is calculated from the simulation reconstructed data
by

B Nsimuf|p§|<200MeV(M/’ Q27 CoS 9;7’ d);krf) B green

2 0*_ *_ — - = 2 1
T(I/V,Q , COS U e ) NSZm“_qf(W,QQ,COSQ;,,qb;,) green+red’ ( 3 )

™

where N*™=4f represents simulated exclusive quasi-free yields in each kinematic bin and
N simu—|ps|<200MeV orresponds to the simulation yields in each kinematic bin after applying
|ps|< 200 MeV cut. The green and red areas are shown in the Fig 2.36 to represent the integral
of |ps| distribution below and above the 200 MeV cut individually.

The quasi-free process strongly dominates in |p;|< 200 MeV region. Fig. 2.37a shows the
missing momentum of spectator proton for black experimental data, red simulated data, and
blue simulated data that is smeared due to the experimental resolution for the reconstructed
measured missing momentum. This experiment is shown in Fig. 2.38. Since there is a clear
difference between the simulated red and measured black missing momentum distribution, any
final state interaction with a momentum transfer between spectator proton and any other
hadron that is on average larger than 10 MeV (corresponding to an energy transfer larger than
50 KeV') would cause a comparable additional smearing of the measured distribution beyond
the smearing due to experimental resolution. Whereas no statistically significant difference
between the smeared simulated (blue) and measured (black) missing momentum distributions
is visible in Fig. 2.37b.

Based on the good agreement of the |p;| distribution below 200 MeV between the experi-
mental data (black line) and simulation (blue line) in Fig. 2.36, the r(W, Q?, cos 6% _, ¢*_) should
be the best estimated correction factor for those good quasi-free events lost by the cut.
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Figure 2.37: (a)(Color online) The black line represents the missing momentum distribution
(|ps]) of the unmeasured proton from experimental data. Based on the CD-Bonn potential [20],
the Monte Carlo simulated scaled proton momentum distribution leads to the red line and the
detector-smeared simulated scaled distribution to the blue line.(b) The zoomed plot of (a) to
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Figure 2.38: momentum resolution
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Chapter 3

Simulation

In order to extract the cross sections for the reaction of interest, we need to have a good under-
standing of the detector behavior to get precision and accurate estimate of detector efficiency
and acceptance. In this way, by correcting the obtained yield for the detector acceptance we
can estimate the truly produced reaction yield. So, to obtain the detector acceptance we have
to utilize a simulation process as laid out in the flowchart of Fig. 3.1. The details of each
simulation step will be discussed in the following sections.

3.1 Event Generator

In this analysis, the electromagnetic multipole table [8] of the MAID2000 model [17] is used
as an input for the event generator. en — e pr~ events with radiative effects, according to
the prescription of Mo and Tsai [27], are generated by a modified version of the available
“aao_rad’ software package (cvs co aoo_rad [9]). Based on the original “aao_rad” package, for
each generated en — € pr~ event, the initial neutron mass is set to the neutron rest mass and
an additional proton is added as the output particle. This proton is generated based on the
Fermi momentum from the CD-Bonn potential [20] and the rest proton mass. In this way, the
generated proton is not change kinematics in the scattering process and behaves like a spectator
(ps). It is, along with €', p, and 7, reconstructed through the full simulation procedure, which
is the same as the reconstruction procedure applied to the experimental data. After adding
the “spectator” proton in the event generator, the simulated physics process is the same as the
exclusive quasi-free process of the experimental data.

Besides the MAID2000 version, there are MAID98, MAID2003, and MAID2007 versions [18]
also available in the “aao_rad” package. In order to determine which version describes the
experimental data best, we compare the W(W = W;) and Q? distributions of the quasi-free
exclusive events between different MAID versions and the data, as shown in Fig. 3.2a and
Fig. 3.2b. The comparison of these W distributions shows that the MAID2000 version yields
resonance peak positions that are closest to the data. The MAID2007 is the latest version, but
the second resonance peak of that version is shifted relative to the experimental data. About
8 billion events were generated to cover the entire kinematic range listed in the Tab. 4.1 and
a little bit beyond the range to account for resolution and bin migration effects for a total of
7830 kinematic bins.

3.2 GSIM

After generating the physics events of interest, the propagation of the final state particles
through the CLAS detector is simulated. The available simulation package based on GEANT
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Figure 3.1: Flowchart showing the main steps of the detector and reaction simulation process.
v*n(p) — pm~(p) events are generated by a realistic event generator, passed through GSIM [1]
and GPP [2], and cooked by RECSIS [3].
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Figure 3.2: (a) W distributions of exclusive quasi-free events of experimental data (black)
and the corresponding simulated distribution for the MAID98 (blue), MAID2000 (magenta),
MAID2003 (green), and MAID2007 (red) versions. (b) Q? distributions for the experimental
events and the corresponding simulatied events of (a).

3 libraries (developed at CERN) of the CLAS collaboration, GSIM [1], propagates each of
the particles through all CLAS detector components from the vertex produced by the event
generator and provides the detector response in terms of raw signals (TDC and ADC) as does
the actual CLAS detector. The GSIM-specific format-free read (“ffread card” [10]) is used as
the configuration file of GSIM to configure which modules will be used in the simulation, which
includes the following information for its command line option [5]:

e energy cut-off in GEANT for various particles in various parts of the detector,

geometry of the detector,

magnetic field of the detector,

target material and geometry, and

e beam position.

The configuration file of GSIM listed in the reference [5] is used and adapted for this work only.
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3.3 GPP

Although the GSIM simulation package includes all of the detector geometry and properties,
it still overestimates the resolution of the drift chambers and SC system. So the GSIM Post
Processor (GPP [2]) program is used to better match the resolution between experimental and
simulation data, i.e. better agreement on the AT, M?, and |}3s| distributions of experimental
and simulation data, which influence the results on the event selection level. There are two
quantities to be adjusted in the GPP process. One is the DC smearing factor, which influences
the tracking resolution, and the other is the SC smearing factor that adjusts timing resolution.
Since experimental conditions may change by run, for the “ele” run, we have to find a new set
of corresponding GPP smearing constants. For GPP parameter setting, we need to determine
the run number (R), the DC smearing scale factor for regions 1, 2, and 3 (a, b, and ¢), and
the SC smearing scale factor (f). R should be set to any run number belonging to the “ele”
run experimental data set in order to access the correct calibration constants in the calibration
database. Assuming DC regions 1, 2, and 3 had identical resolutions, the same value is set for
a, b, and c. We generated about 2 million electron-neutron exclusive quasi-free pm interaction
events for each a = b = ¢ and f combination to pass through the flowchart in Fig. 3.1. The
quantity to (Eq. (2.9)) is measured to set the start time of each reconstructed event, which is
used to calculate AT for the hadron identification. So we can use it to determine the right
value of f. For the simulation events, we set a = b = ¢ = 2.5 initially, which is consistent
with the “ele” hydrogen target analysis [2]. Then by gradually changing the “f” values one
obtains the Gaussian fitted o values of the corresponding ¢, distributions. In Fig. 3.4, these
o values are presented by black points, which are fit by a linear function. In this way, we get
f = 0.9 to match best the fitted o value of the experimental data. In Fig. 3.3, the Gaussian
fitted parameters o show that the ty distribution of experimental data and simulation have the
same timing resolution by setting GPP parameters a = b =c¢ = 2.5 and f = 0.9.

DeltaT_ef_hist r DeltaT_ef_hist
35000~
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-1 -08 -06 -04-02 0 02 04 06 08 1 -1 08 06 04-02 0 02 04 06 08 1
data event start time simulation event start time

Figure 3.3: Event start time (() distributions of the exclusive quasi-free events for experimental
data (left) and simulation with smearing factor {=0.9 (right) are fit by Gaussian functions (red
curves). The corresponding fit parameters are listed in the statistic boxes, respectively.

The discrepancy between experiment and simulation reconstructed data of the “spectator”
missing mass (M?) distribution, which can later influence our results, reflects the difference in
the drift chamber resolution between experiment and simulation reconstructed data. Similar to
the SC smearing factor determination, we fixed the parameter f = 0.9 and changed a = b = ¢
parameters gradually for the simulation events. In Fig. 3.5, the Gaussian fitted o values of M?
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Figure 3.4: The o of ¢y versus f from the simulation events are fit by a linear function (blue), and
the red line corresponds to the the o of ¢y from the measured exclusive quasi-free events. The
f value corresponding to the cross point is used to smear the simulated detector SC resolution.

distributions corresponding to different a = b = ¢ values are plotted as black points and are
fit by a linear function. From the fitted linear function, we finally set the smearing parameters
a = b = ¢ = 2.5 for the simulation events, which smear the drift chambers resolution of the
simulation in the same way as the experiment does. We plot the M2 distributions of the
simulation reconstructed events with GPP parameters f = 0.9 and a = b = ¢ = 2.5 and the
experimental reconstructed events in Fig. 5.7, and their Gaussian fitted parameters o are equal
to each other at ¢ = 0.01978, which shows the GPP parameters are under control for this
analysis.
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Figure 3.5: The fitted o values of M2 distributions depending on different a = b = ¢ values
are plotted as black points. These are fit by a linear function (blue). The red horizontal line
represents the fitted o values of M? distributions from the experimental reconstructed events.
The value of a = b = ¢ corresponding to the cross point is used to smear the simulated detector
DC resolution.

44



1142

1143

1144

1145

1146

1147

1148

1149

1150

g [ missing_mass2_p_hist g E missing_mass2_p_hist
22000/ Entries 1621399 ©22000f Entries 5680462+07
o Mean 090115 F Mean 0.9067
20000/ RMS 006972 20000/ RMS. 006252
L X2 1 ndf 353.1/57 F X/ ndf 78.48/52
r Prob 2.662e-44 o Prob 0.01027
r 18000
18000} ot 22160108 3 1170101 F Constant 22316404 3 1526401
F Mean 0.8839 + 0.0000 E Mean 08837 +0.0000
160001~ Sigma 00167 £ 0.0000 16000~ sigma 0.01978 + 0.00004
140001 14000
12000 12000F~
10000 10000f~
8000 8000f
60001 6000f
4000 2000F
2000 2000
bty AT R PR e N AT IR i
0.6 0.7 08 0.9 1 11 12 0.6 0.7 0.8 0.9 1 11 1.2

. . : . 2 2
data missing mass pi (GeV?) simulation missing mass P (GeV*)

Figure 3.6: The M? distributions of the exclusive quasi-free events for experimental data (left)
and simulation with smearing factors f = 0.9 and a = b = ¢ = 2.5 (right) are fit by Gaussian
functions (red). The corresponding fit parameters are shown in their statistics legend boxes.

3.4 RECSIS

After the generated physics events are processed through GSIM and GPP, the outputs of GPP
still contain ADC and TDC hit information for each detector component. Then the output
files must be processed with the same reconstruction software (RECSIS) that is used for the
experimental raw data. Certain modifications however were implemented in the processing of
simulated data [3]. After the processing, the simulated events are analyzed similarly to the
experimental events and are used to obtain the acceptance corrections, which are then applied
to the experimental yield to extract the v*n(p) — pm~(p) cross sections. All the details are
discussed in the following chapters.
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Chapter 4

Corrections and Normalization

The simulated events are used to obtain the acceptance corrections, and the cross section
function of the MAID model is used to calculate the bin centering corrections, both of which are
applied to the final cross sections calculation. The incoming and outgoing scattered electrons
can change their energy (emit photons) due to the radiative effects. Although those effects
don’t influence the kinematic variable Wy (Wy = /(p* + (7=)#)?), but they can influence
the variable Q. And we present the final cross sections in the kinematic variable W;. As
a cross check, in Fig. 1.3 of Chapter 1, the radiative corrected W; distribution, where W; is
calculated by setting M, by Eq. (1.15) of n*, is consistent with the W distribution. For this
work, the radiative effects are marginal compared to the systematic uncertainties. In addition
to these corrections, we also check for consistency of the experimental data with other known
cross sections, such as inclusive cross section of the process eD — eX. All details of those
procedures will be discussed in the following sections.

4.1 Kinematic Binning

In Chapter 1, we introduced the kinematic variables W = W;, @2, cos6, and ¢% in which
we present the final cross sections. The range of each kinematic variable is determined by the
kinematic nature of the data, and the bin size is needed to be chosen as fine as possible to
address the structure of the cross section; meanwhile we also need to minimize the statistical
uncertainties to guarantee enough statistics in each kinematic bin. One possible binning solution
is listed in Table 4.1 and is illustrated in Fig. 4.1 for W range covering the A resonance, the
second resonance, and the third resonance regions. W coverage is narrower at higher Q2 due
to the kinematic limitations.

Table 4.1: W and @? binning of the analysis.

Variable | Lower limit | Upper limit | Number of bins | Bin size
W, GeV 1.1 1.825 29 0.025 GeV
Q?, GeV? 0.4 1.0 3 0.2 GeV?

We observe the highest statistics in 1.2 GeV < W < 1.225 GeV and 0.4 GeV? < Q? <
0.6 GeV? bin in Fig. 4.1. We show an example distribution corresponding to cos#* versus
¢* distribution with ¢* binned in 9 bins in Fig. 4.2. Due to the low 7~ detector acceptance,
even in this highest statistics W and (? bin, there are empty kinematic phase space cells in
the very forward and the very backward ¢*_ angles. We tried to enlarge the bin width of the
variable ¢* _, different choices are presented in the Table 4.2. However, this method does not
solve the empty cells problem except by increasing the number data points to help the cross
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Figure 4.1: W and (Q? binning for the 7~ electroproduction events, where vertical and horizontal
lines are shown as the lower and upper corresponding bin limits.

section process and serve as consistency check. In order to study the consistency of and to get
the proper cross sections ¢* dependence behavior, three sets of ¢* bins have been chosen and
combined to extract the cross section fit parameters by normalizing to the corresponding bin
size. These are listed in Tab. 4.2.

Table 4.2: cos”_ and ¢’_ binning of the analysis.

Variable | Lower limit | Upper limit | Number of bins | Bin size

cos 0 _ -1 1 10 0.2
Qr_ 0° 360° 9 40°
r_ 0° 360° 8 45°
or_ 0° 360° 6 60°

4.2 Bin Centering Corrections

The kinematic variables bin-size compromise with our bin-size setting discussed above reveals
nicely that the cross section might vary significantly within each kinematic bin. In fact, the
extracted cross section dgf is an average value for each 4 dimensional (W, Q?, cos6*, $*) bin.
Because of the possibly non-linear behavior of the cross section within a bin, the average cross-
section value does not necessarily correspond to the center of the bin. So presenting the final
cross section at the center of the bin may not be accurate. To account for such an error, a
correction is applied to the cross sections for each 4 dimensional (W, Q?, cos 6%, ¢*7~) bin. This

bin-centering correction (Rp¢) is calculated as

O.model

center
model (4 1)
average

Rpe(W, Q% cos 0, ¢r-) =
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Figure 4.2: Example cos8* and ¢* binning for the 7~ electroproduction events in 1.2 GeV <
W < 1.225 GeV and 0.4 GeV? < Q? < 0.6 GeV? bin, where vertical and horizontal lines show
the lower and the upper bin limits.

where agggfgi is the cross section calculated by using the parameterization function of MAID2000
model at the numerical center of each kinematic bin, and ag;‘;ﬁgge is
T2
o_model — ffl?l U(x)dx (4 2)

average AW AQ2A cos 0* Ag*’
where z presents the kinematic bin (W, Q?, cos 6*, ¢*), 1 and x5 are the limits of the bin, and
o(x) is the MAID2000 model cross-section function. Figure 4.3 shows Rpc as a function of
cos 0* and ¢* for the example bin at W = 1.2125 GeV and Q2 = 0.5 GeV?.
4.3 Luminosity

The integrated luminosity (L;,;) of “ele” run is calculated as

Lo = NNy = (@it} o (Badrln) _ 5 67g8 5 109 em2, (4.3)
€ Md

where Q) is the total live time accumulated Faraday cup charge (4.420 mC), which is collected
during the entire experiment production period. Furthermore, e is the elementary charge
(1.6 x 1071 Q), dy is the density of the liquid deuterium target (0.1624 g/cm®, ignoring the
temperature and pressure fluctuation of the target system), I is the target length (2 cm), Ny is
Avogadro’s number (6.02x10% mol ™), and My is the molar density of deuterium (2.014 g/mol).
This value of L;,; is used in the Eq. (5.1) to calculate the cross section.
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Figure 4.3: Bin centering corrections Rz as a function of cos 8* and ¢* in the W = 1.2125 GeV
and Q% = 0.5 GeV? bin.

4.4 Empty-Target Background Subtraction

The “ele” empty-target run numbers are 36597, 36617, 36618, and 36619. These are used to
estimate the background originating from the 50 pum-thick Kapton target walls and subtract
it from the full-target run data. The liquid Deuterium target in those runs was emptied. In
order to quantify this background, all events from all empty-target runs are collected, then
the same data analysis procedure is applied to those events. Then, the electron z-vertex (Z.)
distributions for full-target and empty-target events are compared as shown in Fig. 4.4a. There
is a small peak at 2.58 cm due to the forward foil window, which should be exactly at the
same position for both full-target and empty-target events. This peak can be used to judge the
quality of the empty-target background subtraction. We calculate the integrated Faraday cup

charge ratio by o) 4.420 mC
total . m

Sratio = Oorors 0467 mC 9.465, (4.4)
where Qempty is the total live time accumulated Faraday cup charge for all empty-target runs.
Therefore, the empty-target Z, distribution must be multiplied by S, to be compared with
the corresponding distribution of the full-target run events. The scaled Z,. distribution of the
empty-target (red) in Fig. 4.4a has two peaks for the Kapton cell wall, and one peak at 2.73 cm
related to the forward foil, which is slightly shifted from the corresponding peak in the full-
target event distribution. The corresponding shift-corrected Z. distribution of the empty-target
(red) is plotted in Fig. 4.4b, where the forward foil peak is now consistent with that of the full-
target Z, distribution. We then subtract the S,..;, corrected empty-target Z, distributions
from the full-target 7, distribution sector by sector. This procedure allows us to check that
the 2.73 cm peak is vanished properly after subtracting the empty-target Z, distribution from
that of the full-target, examples are shown in Fig. 4.5. It turns out that the S, has been
determined correctly and that we can safely use it to subtract the S, scaled empty-target
from the full-target events in each kinematic bin and to extracted the final cross sections with
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Eq. (5.1). The absolute amount of this background due to cell walls is less than 1%, and the
error of this background correction is absolutely negligible.
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Figure 4.4: (a) Measured electron vertex (Z.) distributions for full target events (black) and
scaled empty target events (red). (b)The black distribution is kept the same as (a), and the
vertex distribution for scaled empty target events is shifted to (Z. — 1.5 mm) (red).
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Figure 4.5: Z, distributions for full-LD,-target (black) and scaled empty-target events (red)
are plotted together in one canvas and compared with these of the empty target subtracted full
LD, target events sector by sector.

4.5 Acceptance Corrections

Acceptance correction factors (AF) are calculated using the Monte Carlo simulated events
(total 8 x 109 events to avoid statistics bias) for each 4-dimensional bin as

NEad(WW, Q2 cos 6%, ¢*)
ARad W. 2 0* &) = rec ) ) )
(W, Q% cos ", ¢") Rad (T, 2, cos 0%, ¢*)’

thrown

(4.5)

Rad 2 * Lk « ”
where N (W, Q% cos6*, ¢*), known as “thrown events”, represents the number of events

that are generated by the physics event generator “aao_rad” with the MAID2000 model in
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each kinematic bin radiative effects included. N4 denotes the number of events in the same
kinematic bin that have gone through the entire simulation process as shown in Fig. 3.1 and
passed all analysis cuts, which are shown in the Tab. 5.1. Those acceptance corrections are

applied to obtain the cross sections bin by bin later.

Table 4.3: Event Selection.

cuts data | simulation
Electron f¢c¢ cut yes yes
Electron SF cut yes yes
Electron fiducial cut yes yes
Proton AT cut yes yes
Proton fiducial cut yes yes
Pion AT cut yes yes
Pion fiducial cut yes yes
Electron momentum correction | yes no
Proton energy loss correction | yes yes
M? cut yes yes
ps cut yes ye

4.6 Radiative Corrections

For this analysis, the approach developed by Mo and Tsai [27] is used for correcting the final
results. The same amount of en — € pr~ events with and without radiative effects are generated
by the available “aao_rad” and “aao_norad” software packages [9], respectively, by applying
the same electromagnetic multipole table from the MAID2000 model. The radiative correction
factor RC' is calculated by

NRad (W, QQ, COS 9*’ ¢*)

RO(W 9 0% &F) = thrown 4.6
( ,Q , COS ,Qb ) N noRad (I/V7 QQ,COSH*’(b*)’ ( )

thrown

where NjoRad (W ()% cos 0%, ¢*) are “thrown events” without radiative effects that are generated

by the physics event generator “aao-norad” in each kinematic bin. NF (W, Q?, cos6*, ¢*)
corresponds to the same quantity used in Eq. (4.5). Finally the RC' will be combined with the
acceptance corrections factor A% (Eq. (4.5)) to calculated the radiative corrected acceptance

Aprc, which is represented by
ARC(Wv Q27 COS ‘9*7 ¢*) = ARad(VVa Q27 COS Q*a ¢*)Rocorrect(Wv Q27 COoS ‘9*7 ¢*)
NRad(W, Q2’ cos 9*7 ¢*) NtRad (W, Q27 Cos 9*, ¢*>

_ rec hrown
NEad (W, Q2, cos 0%, ¢*) NjeBed (W, Q2, cos 0%, ¢*) (4.7)

NEad(W Q2 cos 0%, ¢*)

rec

~ NnoRad (W, Q2, cos 6%, ¢*)

thrown

This factor is applied to the calculation of the cross sections in the Chapter 5, the example is
shown in Eq. (5.1).

4.7 Background Subtraction

In order to obtain the right number of exclusive events for the process v*n (p) — pr~ (p) from
deuterium target data, we need to remove all possible backgrounds within the M? cut region.
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For this reason, the events of the v*p — pr~ 7" process, considered to be the main source
of possible physics background, are simulated by the double-pion scattering event generator
(“genev” [11]) under the same experimental condition as the “ele” run. Then, we applied
the same data analysis procedure to these simulated events, and compared their M? (calcu-
lated from Eq. (2.29)) distributions with that of the “ele” run experimental data and the
v*n(p) — pr~(p) simulation events to check the background contributions. The compared
results are shown in Fig. 4.6. Inside the 0.811 GeV?* < M? < 0.955 GeV? cut region, there is no
v*p — pr—nt background contribution below 1.1 GeV?. Furthermore, in order to check the ar-
bitrary background contribution, we compare the M? distributions for experimental events with
simulated v*n (p) — pm~ (p) events bin by bin. Typical example plots are shown in Fig. 4.7.
The M? distributions of simulated events (red points) are normalized to the data distribution
by the integral of their M2 cut areas. In summary, from these above comparisons, there is no
need to do any background subtraction for the exclusive v*n (p) — pm~ (p) process in the “ele”
run.
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Figure 4.6: M2 distributions for measured (black) and simulated v*n (p) — pr—(p) (blue), as
well as simulated v*p — pr~ 7" events are plotted with the M2 cut limits.

4.8 Inclusive Cross Section

In order to cross check the determined luminosity in the deuteron-target measurement, we ex-
tract and compare the cross section of the inclusive scattering eD — € X process to Osipenko’s
world-data parameterization results [31]. In addition to this, we need to check if the problem of
the Cherenkov counter not working properly during the hydrogen target period [21] is presented
also in the deuteron target data.

For inclusive scattering, since the cross section only depends on two kinematical variables,
it is convenient to choose W and () as binning variables. Then, the inclusive cross section is
calculated by

d0-2(VV7 QQ) - Nfull(VVa Q2> - SratioNempty(VVa Q2)
deQ2 N £mtAWAQ2€eff(W, QQ) ’

where Ny, (W, Q%) and Neppr, (W, Q?) correspond to the full-and the empty-target event yields
in each (W, Q?) bin. These are inclusive scattering events which passed the whole electron
identification procedure described in Chapter 2. Furthermore, S,., and L;,; are calculated by
Eq. (4.4) and Eq. (4.3), respectively. AW and AQ? represent the corresponding bin widths.

(4.8)

52



1285

1286

1287

1288

1289

1290

1291

1292

1293

1294

1295

1296

1297

1298

1299

1300

1301

1302

W=1.2125 GeV.Q?=0.5 GeV2 and ¢ =140°

180~ *

i

¢

100E= ? ® simuiatedy'4poprT

wf- t t

:

s My

I

et et s tomn ot e o
0.8 09 1 11 12 13 14

wicei”

W=1.2125 GeV.Q*=0.5 GeV and ¢ =220°

aaaaa

X s N X X X 200 eoe o9
0.7 0.8 0.9 T 11 12 13 13 o’
M2 [GeV"

=

=1.2125 GeV.Q*=0.5 GeV”, and ¢ =300°

0| . s n n OFe: @ eoets . b
0.7 0.8 0.9 1 11 12 13 14 £] 0.7 0.8 0.9 1 11 12 13 14 JZ!.S
M [GeV M [GeV

Figure 4.7: M? distributions for measured (black) and simulated v*n (p) — pr~(p) (red) events
are plotted with the M2 cut limits for W = 1.2125 GeV, Q* = 0.5 GeV, and cos#* = —0.3 in
6" = 100°, 140°, 180°, 220°, 260°, and 300° bins individually.

In addition, e.¢¢(W, Q?) is the acceptance correction for each (W, Q?) bin calculated as

Nyee(W, 2
Eeff(W7 QZ) - Nthrouil(WQCQL) ’

where N,.. denotes to the number of events that passed through the entire simulation process
as shown in Fig. 3.1, including the electron identification procedure, Ny own represents those
events that are generated by Osipenko’s inclusive deuteron scattering event generator [12]. The
generator is based on the world data cross section and includes radiative effects. In order to save
simulation time, the thrown events are only generated in a looser fiducial-cut region compared
to the data instead of in the complete 47 phase space. In general, the inclusive cross section is
calculated from the world data by

d0'2<W, Q2> o Nthrown(Wv Qz) 0.
AWdQ2 ~ NigaAWAQ2 ™

where Nygq is the total number of events generated in 47 phase space, Nirown(W, Q%) corre-
sponds to the yield in each (W, Q?) bin, and oy, is the integral cross section of the world data.
In this way, we compare the inclusive eD — ¢ X cross section calculated by Eq. (4.8) from the
experimental data with that calculated by Eq. (4.10) from the world data parameterization.
However, in this particular case, instead of comparing Eq. (4.8) with Eq. (4.10) results, one can
compare e.r¢(W, Q?) x Eq. (4.8) with the e.;;(W, Q%) x Eq. (4.10) results. For this particular
event generator, e.rr(W, Q?) can also be written as

Nrec(VVa Q2> o NT@C<W7 Q2)5§%(W QQ)

(4.9)

(4.10)

ees(W, Q%) = = . , 4.11
P = N W0~ N (W) 1y
where N (W, Q?) corresponds to the yield in each (W, @*) bin with # and ¢ angles covered
in Dr.Osipenko’s fiducial-cut region [12] and %3(W, Q?) is defined as %
Multiplying Eq. (4.8) by ecsr(W, Q?), the corresponding result is given by
Nfull(W7 Q2) - MNem t (VV; Q2)
eerf(W,Q%) x Eq. (4.8) = Qempty - €TPY , (4.12)

Lt AW AQ?
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to the whole expression

eerf(W, Q%) x Eq. (4.10)

0si

where £%3; is the acceptance factor of Osipenko’s event generator and o

Noeo( W, Q)5 Q%) Niprouon (W, Q%)
ot (W, Q2) Nioa AWAQ2 7™
_ Mool QDFaW, Q) N W @)oot (o
Horown (W, Q%) e (W, Q*) NG, AW AQ? '
Neee W, @)
T AWAQ T

0s1
wnt

is the reduced inte-

gral cross section corresponding to the Osipenko’s fiducial-cut region. So finally, we compare
Eq. (4.12) and Eq. (4.13) directly, and the corresponding comparison plots are shown in Fig. 4.8.
Where the data normalized yields (black stars) extracted from Eq. (4.12) project on W vari-
able in each individual @Q? bin are consistent with the model dependent Osipenko’s world-data
parameterization results calculated from Eq. (4.13) (magenta stars), which shows that overall
luminosity and hence the corresponding normalization procedure is reliable within the esti-
mated systematic error of 5% (see Chapter 5 )and can therefore be applied to the exclusive
scattering v*n (p) — pm~(p) process.
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Figure 4.8: W dependent normalized yield distributions in the eD — ¢’ X process are presented
for data with black stars and for Osipenko’s world-data parameterization with magenta stars
in individual Q2 bins from 0.4 GeV? to 1.7 GeV? in steps of AQ? = 0.1 GeV2.
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.. Chapter 5

. Results

e With all the information discussed in the previous chapters, the final cross sections will be
1317 calculated in this chapter.

= 9.1 Cross Sections

se 5.1.1 The Exclusive Cross Section

1320 The exclusive cross section of the v*n (p) — pr~ (p) process can be calculated from the accep-
1z tance corrected yield of the exclusive events as

do“* 1 do
A0~ T, (W, Q2) dWdQ2dQ,
(ANfull (VV, Q27 COS 9;—7 (b:r—) - SratioANempty (W7 qu COS 0:-— ) ¢;—))RBC
Ly (W, Q%) Apc(W, Q% cos 07, 67 JAWAQ A cos 0 AG: Lo

(5.1)

122 where ANy, and ANy, represent the numbers of the exclusive events inside each 4-dimensional
w23 bin (W, Q2, cos 0% _, ¢ ) for the target with and without LDs, respectively. Arc(W, Q2 cos 6%, ¢x_)
1324 is the radiative corrected acceptance-correction factor calculated from Eq. (4.7), and S,q0 18

s the integrated Faraday Cup ratio, which is calculated from Eq. (4.4). In addition, Rpc is the

16 bin-centering correction factor, which is calculated from Eq. (4.1). T, (W, Q?) represents the

1327 virtual photon flux that is obtained from Eq. (1.25). AW, AQ?, A cos@*_ and A¢?_ are the bin

s widths of the corresponding kinematic variables. L;,; is the luminosity calculated by Eq. (4.3).

0 D.1.2 The Exclusive Quasi-free Cross Section

130 As described in Chapter 2, we extract the exclusive quasi-free events successfully by applying
s a |ps|< 200 MeV cut on the exclusive events. The exclusive quasi-free cross section is then
12 calculated by

dotf  dot 1

= 5.2
Qs dQEr (W,Q2?, cos 0%, ¢*)’ (52)

do.cut
dQ*

s obtained from Eq. (2.31) denotes the factor to correct good quasi-free events outside the
s |ps]< 200 MeV cut. Based on the yield of the cut-surviving events, the cross section is ex-
13 tracted as

dot  (ANF (W, Q% cos 0, ¢") — SrarioANry, (W, Q% cos 0%, ¢*)) Rpc

empty
_ 5.3
dsy:_ Ly (W, Q?) AGL(W, Q2, cos 0%, o* ) AW AQ?A cos O*A¢* Ly (53)

1333 where is the cross section calculated after applying the |p;|< 200 MeV cut and r (W, Q?, cos *, ¢*)
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337 where “cut” presents the corresponding quantities that are calculated within the |p;|< 200 MeV
133 cut condition. For the quasi-free events, the radiative corrected acceptance A% (W, Q?, cost*, ¢*)
1330 is calculated as:

72|<200 MeV) Rad 9 _
NI ) (W, Q?, cost*, ™)

(|ps|<200 MeV)noRad N
Nthrsown (VV? Q2? COSQ*’ m )

ASL(W, Q?, cost™, ¢°) = (5.4)
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Figure 5.1: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.2125 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections
are illustrated in each cos@*_ bin. The magenta crosses and blue triangles show SAID and
MAID2000 model predictions. The color lines show fits to the cross sections by the function
“a + bcos2¢’_ + ccos¢@r_”. The black bars at the bottom of each subplot represent the
systematic uncertainty for each cross section points.

1340 From the above information, the full exclusive and quasi-free cross sections are calculated in
131 dependence on the azimuthal angle ¢*_, which are plotted in the Appendix B for all available
12  kinematic bins. In this way, the physics information is extracted conveniently by the angular
133 dependencies of the cross sections. In the A resonance region, the example ¢* _ dependent cross
134 sections with high statistics at W = 1.2125 GeV for different Q% bins are shown in Figs. 5.1,
s 0.2, and 5.3. In these figures, the full exclusive and quasi-free cross sections are represented
s by the black points and green squares, respectively, as well as the corresponding systematic
137 uncertainties (see Chapter 5.5) by the black bars in the bottom of each plot. These cross-
s section points are distributed symmetrically around ¢?_ = 180°; this demonstrates the good
139 quality of the measured cross sections. In addition, these ¢?_ dependent cross sections are fit
0 by the function “a+bcos2¢’_ +ccos ¢’ ", which is presented by the corresponding color line,
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Figure 5.2: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.2125 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections
are illustrated in each cos@*_ bin. The magenta crosses and blue triangles show SAID and
MAID2000 model predictions. The color lines show fits to the cross sections by the function
“a + bcos2¢’_ + ccos¢@r_”. The black bars at the bottom of each subplot represent the
systematic uncertainty for each cross section points.

to extract the physics quantities for the amplitude analysis. In Figs. 5.1, 5.2, and 5.3, these
cross sections are presented at the same W = 1.2125 GeV bin but with gradually increasing
@Q?. The comparison shows that these cross sections decrease with increasing Q. Furthermore,
in each (W, Q?, cos@*_) bin, there is not enough data to provide statistically trustworthy cross
sections at the very forward and backward ¢?_ angles.

In the second and the third resonance regions, examples of these cross sections are shown
at W = 1.4875 GeV and W = 1.6625 GeV for the same Q> = 0.5 GeV? bin in Figs. 5.4 and
5.5, respectively. In the higher resonance region, we have even less statistics, leading to ¢ _
dependent cross sections with typically less data points at all §7_ angles. As it can be seen in
Figs. 5.1, 5.2, 5.3, 5.4, and 5.5, in each (W, Q? cosf*_) bin, the exclusive cross section is
always larger than the quasi-free cross section due to additional contributions from final state
interactions.

Furthermore, the measured cross sections are compared with the predictions of two models,
SAID [4] and MAID2000 [8], which describe successfully the cross sections of the single pion
production off the free proton in the low-lying resonance region. Examples of this comparison
are shown in Figs. 5.1, 5.2, 5.3, 5.4, and 5.5. The magenta crosses and blue triangles represent
the model predictions of SAID and MAID2000 individually. In the A resonance region, these
cross sections are in reasonable agreement with the predictions of the SAID model at forward
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Figure 5.3: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.2125 GeV and Q? = 0.9 GeV?. The ¢:_ dependent cross sections
are illustrated in each cos@*_ bin. The magenta crosses and blue triangles show SAID and
MAID2000 model predictions. The color lines show fits to the cross sections by the function
“a + bcos2¢’_ + ccos¢@r_”. The black bars at the bottom of each subplot represent the
systematic uncertainty for each cross section points.

0% _ angles. However, at the backward 67 _ angles, the measured cross sections are smaller than
the prediction of both models. Due to the lack of experimental data for the v*n (p) — pr~ (p)
process, the discrepancy between the model predictions and the measured cross-section results
is not surprising. The models need neutron data to improve their predictions.
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Figure 5.4: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.4875 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections
are illustrated in each cos@’_ bin. The magenta crosses and blue triangles show SAID and
MAID2000 model predictions. The color lines show fits to the cross sections by the function
“a + bcos2¢’_ + ccos¢r_”. The black bars at the bottom of each subplot represent the
systematic uncertainty for each cross section points.
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Figure 5.5: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.6625 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections
are illustrated in each cos@’_ bin. The magenta crosses and blue triangles show SAID and
MAID2000 model predictions. The color lines show fits to the cross sections by the function
“a + bcos2¢’_ + ccos¢r_”. The black bars at the bottom of each subplot represent the
systematic uncertainty for each cross section points.
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5.2 Kinematically Defined Quasi-Free Contribution

Figure 2.36 shows the spectator proton missing momentum distribution ]]38| The comparison
of the kinematically determined \]5;] distributions of the experimental and simulated data shows
that the kinematically defined quasi-free process is absolutely dominant in the |ﬁs|< 0.2 GeV
region, where as for |]3S|> 0.2 GeV FSI contributions appear and become increasingly larger.
Beyond the extraction of the fully exclusive and quasi-free differential cross sections, this com-
parison allows us to calculate the final-state-interaction contribution factor Rpg; for each 4
dimensional bin (W, Q?, cos 0*_, ¢*_) kinematically. This factor hence provide information on
the fraction of final state interactions in the fully exclusive process and is defined by

dof
an*
Rpsi(W, Q% costy—, ¢% ) = —=. (5.5)

aQ*
T

The ratio between the final state interaction contribution factors Rpsr (W, Q*, cos 6% _, ¢%_) and
Rrsi(W, Q% cos0:_) (le. Rpsr(W,Q% cosOr_, ¢~ ) integrated over ¢*_) are plotted against
¢, and distribution examples for 1.2 GeV < W < 1.225 GeV and 0.6 GeV? < Q* < 0.8 GeV?
are shown in Fig. 5.6 for Wy binning. Each individual plot represents the ratios for different
cos”_ bins. For quasi-free events, binning data in Wy is the best choice from what we have
observed, see Chapter 1. In order to present meaningful values of Rrgr, we have to bin exclusive
events in Wy = /(p* + m#)2 to be consistent with the binning of quasi-free events, even though,
W; for exclusive events with final state interaction is less than the true W = Wj, since the
undetected outgoing proton is carrying away additional momentum.

In order to quantify the dependence of kinematically defined final-state-interaction contri-
bution factors Rpg; on the polar angle 07_, the ¢’ _ integrated Rpg; versus 07 _ distributions
are plotted for different W and Q? bins, which are shown in the Figs. 5.7, 5.8, and 5.9, re-
spectively. From Figs. 5.7, 5.8, and 5.9, it turns out that the kinematically defined final state
interaction contribution for the reaction v*n(p) — pr—(p) with the “ele” run data kinematic
coverage is on average about 10% — 20%.
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Figure 5.6: The ratios of Rpgr(W;, Q2 cosb*_, ¢*_) over Rpsr(W;, Q?, cosf*_) are represented
by Blue points for different ¢ _ at 1.2 GeV < W < 1.225 GeV and 0.6 GeV? < Q% < 0.8 GeV?2.
The individual plot shows the ratios for different cos ¢ _ bins. The three lines from bottom to
top correspond to 0.95, 1, and 1.05, respectively.
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Figure 5.7: Rpgr versus 6 _ distribution
by 0.025 GeV in the range of 1.1 GeV <

example for individual Wy bins, which are increasing
W < 1.725 GeV for 0.4 GeV? < Q2 < 0.6 GeVZ.
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Figure 5.9: Rpg; versus 67 _ distributions example for individual W bins, which are increasing
by 0.025 GeV in the range of 1.125 GeV < W < 1.6 GeV for 0.8 GeV? < Q? < 1.0 GeV?.
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5.3 Structure Functions

The above hadronic cross sections are fit in terms of cos¢’_ and cos2¢’_ (Eq. (5.6)) to ex-
tract the structure functions. Each fitted function has three fit parameters a, b, and ¢, which
correspond to the structure functions or + €0y, opr, and o, respectively,
do
sy

=a+bcos2¢;_ +ccospi_, a=orp+eop, b=corr, and ¢ = \/2¢ (1 + €)ory, (5.6)

where € is the transverse polarization of the virtual photon, “T” and “L” represent transverse
and longitudinal components, as well as “T'T” and “TL” the interference terms. The exclusive
and quasi-free cross sections from Eq. (5.1) and Eq. (5.2), respectively, are fit to extract the
corresponding structure functions. Examples at W = 1.2125 GeV with Q?> = 0.5 GeV?,
Q% = 0.7 GeV?, and Q% = 0.9 GeV? are shown in Fig. 5.1. In addition, these structure functions
are also compared with the predictions of the SAID and MAID2000 models. The solid black
bars show the systematic errors that are calculated through error propagation procedure, see
Chapter 5.5. The color lines represent the corresponding Legendre polynomial expansions for
7~ angular momenta up to [ = 2. These fits are discussed in the following section.

B W=1.2125GeV,Q2=0.5 Gev B W=1.2125GeV,Q2=0.7 Gev o W=1.2125GeV,Q2=0.9 GeV
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Figure 5.10: Example of the cos#*_ dependent structure functions or + €0y, (top row), orr
(middle row), and o7, (bottom row ) for W = 1.2125 GeV at Q? = 0.5 GeV? (left column),
@Q* = 0.7 GeV? (middle column), and Q> = 0.9 GeV? (right column) that are extracted for
the exclusive (black points) and quasi-free (green squares) cross sections and compared with
the predictions of the SAID (magenta points) and MAID2000 (blue points) models. The solid
black bars represent the corresponding systematic uncertainties. The Legendre polynomial
expansions are fitted to the corresponding structure function data for 7~ angular momenta up
to [ = 1 by dash lines, and up to [ = 2 by solid lines.
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5.4 Legendre Polynomials Expansion

For each (W,Q?) bin, the extracted structure functions are functions of cos@’_ and can be
expressed in terms of Legendre polynomials. In this way, we can get insight on the dominant
wave contribution in a particular resonance region. The Legendre polynomial expansion of the
structure functions for 7~ angular momentum up to [ = 1 (p-wave) can be expressed by

or + €0, = AgPy(cos0:-) + Ay Py(cos ) + As Py(cos b)), (5.7)
orr = ByPy(cos ),
orr, = CoPy(cos ) + CPy(cos ), (5.9)
and up to | = 2 (d-wave) by
or + €op, =AgPy(cos0:-) + A1 Pi(cosO:-) + AaPy(cos0_) + AsPs(cos b -)

5.10

+ AyPy(cosO:), (5.10)

orT = B()P()(COS 6;_) + B1P1(COS 9;‘;_) + BQPQ(COS 0;_), and (511)

orr, = CoPy(cosb:_) + C1Pi(cosb:_) + CoPa(cosb:_) + C3Ps(cos b)), (5.12)

where Py(cos@*_) corresponds to the [th-order Legendre polynomial, and the coefficients A,
By, and C represent the Legendre moments, which can be associated with the magnetic (M4),
electric (Ej1), and scalar (S;4) 7N multipoles [33]. In Fig. 5.10, the dashed lines show that
the Legendre polynomial expansion of the structure functions up to [ = 1 fails to provide an
adequate description of the interference structure functions oy and opr extracted from the
data, but up to [ = 2 (solid lines) leads already to a reasonable description.

5.5 Systematic Uncertainty

The first source of systematic uncertainties are the cuts used for particle identification and
event selection. It is not feasible to determine the ideal cut positions, so we estimate how the
final results depend on the shape and the position of a particular cut.

Since the cross sections are presented in the CM frame, all measured particle momenta from
the lab frame have to be boosted to the CM frame through with the boost vector E, which can
be calculated either from the initial particle (n* and ¢*) or final particles (77* and p#) four
momenta. Even though we finally use 5}, which is calculated from the final state particles,
the influence on the final cross sections by using different gs contributes to the systematic
uncertainty. Hence, the second source of systematic uncertainty is determined by estimating
how much the final results are influenced by the choice of different boost vectors.

In order to isolate the exclusive quasi-free process y*n(ps) — pr~(ps), the missing momen-
tum P, distribution needs to be compared with the simulated Fermi momentum of the spectator.
The Fermi momentum distribution of the independent “spectator” proton is generated by the
CD-Bonn potential [20] in the event generator. The CD-Bonn potential is considered to be
more accurate than other models, such as the Pairs [26] and Hulthen [16] potentials, but for
the purpose of the systematic uncertainty study, all three deuteron potential distributions are
compared to determine the third source of the systematic uncertainty.

The bin centering correction factor is calculated from the cross-section function of a reaction
model, so the influence of applying Rp¢, as it is calculated from different models, on the cross
sections is the fourth source of the systematic uncertainty.

Last but not least, the normalization uncertainty extracted from the comparison of our
measured inclusive cross sections with the world data parameterization results accounts for the
last source of the systematic uncertainty.
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1450 To study how cut are influencing the results, we typically vary the chosen cuts by making
ust  them tighter or looser for both data and simulation. So the final results for the systematic
us2 uncertainty found due to variation of cuts is determined as the RMS of the deviations of the
us3  varied cross section from the original one by

2 2
ARMS _ \/Atight + Aloose’ (513)

i
cut 2

usa  where Aygny and Aygese correspond to the difference between the cross sections with the chosen
uss cut and the varied one.
1456 The following cuts are studied to determine the final systematic uncertainty.

wr 5.5.1  Electron ID cuts

1458 @ (900 cut
1459 We vary the 6c¢ cut within

GCC,u —30 < bcc < 000# + 20 (tight) and

(5.14)
Occy, — 50 < Occ < bcc,, + 4o (loose),
1460 where 1 (fcc,) and o are the original cut parameters, which are introduced in the electron
1461 identification section of Chapter 2. The same procedure is applied to the simulation. With
1462 the tight or loose cut conditions, the cross sections are calculated exactly in the same way
1463 as the above reported final cross section. The systematic uncertainty is determined for
1464 each 4-dimensional variable bin, and the average systematic uncertainty over all bins due
1465 to the ¢ cut is 0.78%.
uss  ® Electron sampling fraction cut
1467 Similar to the #o¢ cut, variations of the sampling fraction cut are represented by
E ota. E ota. E ota. .
(Zetely — 9 < Tl o (2l 1 90 (tight) and
pe pe pe (5 15)
Erota Eotal_ ,Etota '
( “l)ﬂ—40< total “l)u—l—éla (loose),
De Pe De
1468 where 1 and o are the original sampling fraction cut parameters. The average systematical
1469 uncertainty over all bins due to this cut is 1.26%.
uo o Electron fiducial cut
1471 Electron fiducial tight and loose cut definitions are
(sector — 1) * 60° — Ag, + 1° < ¢ < (sector — 1) * 60° + A¢p, — 1°(tight) ; (5.16)
(sector — 1) % 60° — A¢, — 1° < ¢2°"" < (sector — 1) * 60° + A¢, + 1°(loose) ,
1472 where A, is defined by Eq. (2.20). The electron fiducial cuts contribute 2.10% on average
1473 to the final systematic uncertainties.
e D.D.2 7 ID cuts
wus o m AT cut
1476 The pion identification is based on the timing AT cut, and the chosen cuts are listed in
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Eq. (2.10). In order to determine the influence of the AT cut variation on the final cross
sections, we tighten or loosen the chosen cut as

(AT:-), — 20 < AT,- < (AT,-), + 20 (tight) and

5.17
(AT,-), — 40 < AT,- < (AT,-), + 40 (loose), (5.17)

where 1 and o are the originally chosen cut parameters. Figure 5.11 shows tight, chosen,
and loose cuts together on the 7= AT distributions for all sectors. The average systematic
uncertainty over all bins due to this cut is 1.78%.

sectorl sector2

10

AT(ns)
AT(ns)

10

% 02 04 06 08 1 12 14 0 02 04 06 08 1 1. 14
p(GeVic) p(GeV/c)

sector3 sector4

10°
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_ZD 02 04 06 08 1 12 14 _20 02 04 06 08 1 12 14
p(GeVic) p(GeV/c)

sector5

AT(ns)

10

%02 04 06 08 1 12

14 14
p(GeVic) p(GeV/c)

Figure 5.11: The AT distribution of pions in six sectors. The black, blue, and red lines represent
the 40, 30, and 20 cut boundaries, respectively.

e 7 fiducial cut
We vary the 7~ fiducial cut within

P 4 1° < P < P — 1° (tight) and

. (5.18)
P —1° < - < O +1° (loose)

where ¢ and ¢ are described in Eq. (2.23). The average systematic uncertainty
over all bins generated by this source is 1.73%.

5.5.3 Proton ID cuts

e Proton AT cut
Similar to the pion AT cut procedure, we tighten or loosen the chosen proton AT cut
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Figure 5.12: The AT distribution of protons in six sectors. The black, blue, and red lines
represent the 4o, 30, and 20 cut boundaries, respectively.

1489 described in Eq. (2.11) within
(AT proton) — 20 < AT proton < (AT proton), + 20 (tight); and
(5.19)
(AT roton)p — 40 < AT proton < (AT proton), + 4o (loose),
1490 where y and o are the originally chosen cuts parameters. All cuts are shown in Fig. 5.12.
1491 The average systematic uncertainty over all bins contributed due to this cut is 1.39%.
ue e Proton fiducial cut
1493 We tighten or loosen the chosen proton fiducial cuts presented in Eq. (2.27) within
ion +1° < Gyrton < Gpption — 1° (ight) and 520,
z:”zgllfon -1°< gbproton < qbg:%fon +1° (IOOSG) ) '
1404 which are shown in Fig. 5.13 as black and magenta lines individually for all sectors. The
1495 average systematical error over all bins due to the proton fiducial cut is 2.39%.
ws 5.5.4 Event Selection
ur o M 32 cut
1498 We varied the chosen M? cut limits within
0.840 GeV < M? < 0.919 GeV (tight); and (5.21)

0.811 GeV < M2 < 0.955 GeV (loose),
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Figure 5.13: (Color online) The ¢, versus 6, distributions for six sectors without proton fiducial
cuts. The magenta, blue, and black lines represent loose, chosen, and tight proton fiducial cuts,
respectively.
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Figure 5.14: (Color online) The spectator missing mass squared M? distributions for data
(black curve) and simulation (blue curve). The black, red, and blue vertical lines represent
loose, chosen, and tight M? cuts, respectively.

which are all shown in Fig. 5.14. The average systematic uncertainty over all bins due to
this cut is 2.29%.

e |B,| cut
We modified the tight and loose |P;| cuts within

0.18 GeV < |P,] (tight); and

. (5.22)
0.22 GeV < |Ps| (loose),

which are all shown with the chosen |P;|> 0.2 GeV cut in Fig. 5.15. The |P,| cut is on
average responsible for 2.21% of the final systematic uncertainty.
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Figure 5.15: (Color online) The spectator missing momentum |P,| distributions for data (black
curve) and simulation (blue curve). The black, red, and blue vertical lines represent loose,

chosen, and tight |f’5| cuts, respectively.

5.5.5 Boost

In the “Boost the Kinematic variables” section of Chapter 1, we introduce the boost method.
Firstly, we boost all particles” momenta measured in the lab frame into the neutron rest frame
with the boost vector £, (Eq. (5.24)), and then we directly boost all particles’ momenta from
the lab frame to the CM frame, where the net momentum of the final proton and 7~ is zero.
The second boost vector E ¢ is calculated from the final particles (proton and 7~) as

= ﬁ+’/T1

N L 0.23
/31, ZZ&Q _+_ ZZLT—f Y ( )

where E, and E, - are the energies of the proton and 77, respectively. Hence the boost vector
B is well-defined. Furthermore, since the initial neutron is bound in the deuteron, the boost
vector 31 needs to be studied due to the off-shell effects, and it can be calculated by

—ii/ E, with
—ps and (5.24)
= V(=22 + (My)?,

where F, is the energy and M,, is the mass of the initial off-shell neutron, but the neutron mass
(M,) is not well-defined and can be varied empirically as follows

B
n
E,

M, = m, (5.25)

M, =m, — 2K — 2MeV, (5.26)
M, =m, — K —1MeV, (5.27)
M, =m, + K+ 1MeV, and (5.28)
M, = my, + 2K + 2MeV, (5.29)

where K = %’;LDQ and m,, is neutron rest mass. Here, the Eq. (5.26) and Eq. (5.29) show two

extreme cases of distributing the off-shellness. In order to choose the most reasonable M,,, the
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quasi-free events (|p;|< 200 MeV) have been studied. Since the condition of W; = W} should
be satisfied by the quasi-free events, the W; and W, with different M,, settings (Egs. (5.25) to

(5.29)) are plotted in Fig. 1.3 (section 1.4), which shows that the red solid line (W; by setting
M, =m,— 22%1 —2MeV) and black solid line (Wy) agree best with each other over the covered
W region for the quasi-free events. The comparison hence reveals that Eq. (5.26) is the best
choice to set boost vector 51. We calculate the RMS of the deviations of the cross sections that
are calculated with 5 by setting M,, to the different values according to Egs. (5.25) to (5.29).

The systematic uncertainty averaged over all bins due to the different boosts is 2.12%.

5.5.6 Deuteron Potential

We generate the spectator momentum distribution with the CD-Bonn deuteron potential, which
allows us to isolate the exclusive quasi-free process and to calculate the kinematically defined
final-state-interaction contribution factor Rpg;. There are also other popular deuteron potential
models available, as for example the Paris and Hulthen potentials. So we plot the normalized
cumulative “spectator” proton momentum distributions based on the deuteron potentials of
these three models in Fig. 5.16, and compare the ratios corresponding to the integrals of these
distributions from [p]= 0 GeV/c to |p]= 0.2 GeV/c and from [p]= 0 GeV/c to |p]= 1 GeV/c
to get the RMS of the deviations impacted by the CD-Bonn potential from the other two
potentials. The systematic uncertainty due to these different deuteron potential models is 3.2%
when averaged over all every 4-dimensional bins.

I —

- * —
4 _
08— & A Bonn---R.Machleidt, K.Holinde, C.Elster, Phys.Rep.149, 1 (1987) |
I | i
0.6 + Paris---M.Lacombe, et al, Phys.Lett.B 101,139 (1981) ]
O & ]

~ & + Hulthen---L. Lamia et al PRC 85, 025805 (2012) CLAS g14 T

0 02 04 0.6 0.8 1
p (GeVic)

Figure 5.16: The normalized cumulative “spectator” proton momentum distributions from
different deuteron potentials. The black, blue, and red points represent the CD-Bonn, Paris,
and Hulthen potentials, respectively.
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5.5.7 Bin Centering Correction

In the previous chapter, the MAID2000 model was selected to calculate the bin centering correc-
tion factor Rge. In Fig. 3.2a it is shown that the MAID2000 model describes the experimental
data better than other MAID versions. However, for the systematic uncertainty study, the
factor Rpc is calculated with MAID98 and MAID2007 separately and applied to the uncor-
rected cross sections. The difference between these Rpo corrected cross section is then used to
quantify the systematic uncertainty due to Rpc being calculated from different versions of the
MAID model. The average systematic uncertainty found by the deviation of the cross sections
corrected by Rpe calculated by MAID2000 from these corrected by Rpe calculated by MAID98
is 0.55% on average. Even though the MAID2007 model does not describe the experimental
data well at all, the Rpc calculated by this version would still only contribute 1.39% to the
final systematic uncertainty.

5.5.8 Radiative Correction

The cross sections are represented by the variables Wy, Q?, cos 0r_, and ¢>_. The radiative
correction applied by the Mo and Tsai [27] approach is carried out to mitigate the influence
on the Q? distribution (since the radiative effects don’t influence W, variable). The example
plots of above quasi-free differential cross sections with and without radiative correction for
W = 1.2125 GeV and Q? = 0.7 GeV? are shown in Fig. 5.17 as red points and black squares,
respectively. The difference between both cross sections in the covered W and Q? region is
on average about +2.0%. Since there is no Exclurad code available for the exclusive radiative
correction for the single-pion electroproduction off the “bound” neutron, in order to estimate
the systematic uncertainty of radiative correction, we assume a 100% uncertainty of the Mo
and Tsai approach, but even then the average systematic uncertainty of the radiative correction

is 2.0% .

5.5.9 Normalization

In order to quantify the systematic uncertainty in the overall luminosity, usually a compar-
ison with previously existing experimental data (if there is an overlapping kinematic region)
or well-known theoretical parameterizations have commonly been used. In the latter case, for
the electroproductions off a free proton, the elastic cross section is usually used for the com-
parison. For this analysis (electroproduction off the bound neutron in a deuterium target) the
above methods are not suitable, so a comparison of the measured inclusive cross sections and
Osipenko’s world-data parameterization is carried out. Since the overall luminosity is the same
for all (W, Q?) bins and due to the relatively large uncertainty of Osipenko’s model for different
W and Q? values, the W and Q? weighted average ratios of the Osipenko world-data param-
eterization (Eq. (4.13)) and the measured inclusive cross sections (Eq. (4.12)) are calculated.
It turns out that these ratios deviate from “1” by no more than 5%. Due to the model depen-
dence of the Osipenko event generator, we also cross check against the systematic uncertainty
of quasi-elastic scattering cross section of nucleons in nuclei. Iuliia Skorodumina compared
the available world data in similar kinematic regions with the best available parametrizations
and normalizations and found that the world data as well as the normalized “ele” data only
agree to the 5%-level with these parametrizations, Iu. A. Skorodumina’s CLAS12 Note 2019-
003 [25], which is consistent with our Osipenko driven uncertainty. Hence 5% is used as the
overall normalization uncertainty, which includes target geometry, target density, and Faraday
cup uncertainties.
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Figure 5.17: The ¢’ _ dependence of the exclusive cross sections with and without radiative
correction are marked as red points and black squares, respectively for an example at W =
1.2125 GeV and Q? = 0.7 GeV?. The individual plots correspond to different cos 0*_ bins.

5.5.10 Summary

Summing over all of the above systematic uncertainty sources listed in the Tab. 5.1, the total
average systematic uncertainty is 8.26%. From the above discussion, the total systematic

Table 5.1: Summary of sources of the average systematical uncertainty.

Sources Uncertainty (%)
Electron fc¢ cut 0.78
Electron SF cut 1.26

Electron fiducial cut 2.10
Proton AT cut 1.39
Proton fiducial cut 2.39
Pion AT cut 1.78
Pion fiducial cut 1.73

M? cut 2.29

Pps cut 2.21

Boosts 2.12

Potential 3.2

Bin center correction 0.55
Radiative correction 2.0
Normalization 5.0
Total 8.6
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uncertainty can be calculated bin by bin

9
ARMS - Z(ARMS)2 + (Alﬁ)](‘fsf)2 + Apotential2 + ARBC2 + ARad2 + Anormalization27 (530)

cut?

K3

where for each variable bin A5 corresponds to the RMS of the cross-section deviations of
the modified cut (tight or loose) from the chosen cut and AFMS to the RMS of deviations
of the cross sections between different boost vectors @ and 6} Apotential corresponds to the
deviations of the CD-Bonn potential from other potentials, which is 3.2% for every variable
bin, Ag.q to the radiative correction, and A, matization t0 the CLAS standard normalization
uncertainty, which is 5% for every variable bin. Apgyg is shown as back bars in the final

hadronic differential cross section plots in Figs. 5.1, 5.2, 5.3, 5.4, and 5.5.

5.5.11 Error Propagation

The above systematic uncertainty is calculated for the cross section. In order to have the
systematic uncertainty for the structure functions, we apply the same procedure to the ¢’ _
dependent cross section fit (a+bcos2¢* _ 4 ccos ¢*_) for the chosen cross sections and all other
cross-section variations, corresponding to the different cuts, boost, potential, bin centering
corrections, and normalizations. Then the RMS of the structure functions is given by Eq. (5.30)
bin by bin for three sets of ¢*_ bins (A¢*_ = 40°, A¢!_ = 45°, and A¢’_ = 60°), respectively.
The smallest RMS of the three sets of ¢*_ bins, the RMS of A¢*_ = 40° bins, is set to the
final systematic uncertainty of the structure functions, and is shown as black bar for each data
point in Fig. 5.10. The average of systematic uncertainties over Q* and cosf*_ for the structure
functions that are shown in Fig. 5.10 is 11.17% in the W = 1.2125 GeV bin.
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Chapter 6

Summary and Conclusions

The JLab CLAS “ele” experiment provides data to extract the differential cross sections of the
process Y*n(p) — pr~(p), which is 7~ electroproduction off the neutron in the deuterium, with
in the corresponding kinematic coverage W = 1.1 — 1.825 GeV and Q% = 0.4 — 1.0 GeV?. The
experimental data were analyzed in such a way that all stages of this analysis were processed
through a series of data consistent tests and cross-checks to provide reliable measured results.
The reliability of the absolute normalization was confirmed by the agreement between the
measured inclusive cross sections and the available world-data’s parameterization results.

The existing v*n — pr~ event generator was modified to include the spectator (proton)
information based on the CD-Bonn potential [20] to simulate the real quasi-free process. With
this method, the exclusive quasi-free process is isolated successfully as demonstrated by the
comparison of the spectator momentum distribution of simulation with the measured data,
and the kinematical final-state-interaction contribution factor Rpg; is extracted directly from
the experimental data according to the ratio between the exclusive quasi-free and full cross
sections. The kinematical final state interaction contributions in 7~ electroproduction is on
average about 10% — 20% for the above kinematic coverage. Furthermore, we quantify that the
influence of off-shell effects on the final cross section is marginal.

These are the first results for the full exclusive and quasi-free electroproduction cross sections
off the bound neutron in the above mentioned kinematic region. These cross sections provide
input for a combined analysis of pion electroproduction off the free proton, the bound proton,
and the bound neutron under the same experimental conditions, which is a unique way to
extract in the experimentally best possible way information about the off-shell and final-state-
interaction effects in deuterium that must be considered in order to extract the free neutron
information. These cross sections enrich the database for further development of the reaction
theory for exclusive reactions off nucleons bound in deuterium.

Additionally, the associated unpolarized structure functions or + €oy, oprr, and ory have
been extracted from the ¢’_ dependence of the differential cross sections with appropriate
systematic uncertainty estimates.

The statistics for the y*n(p) — pr~(p) channel is limited due to the short experiment time
and the relatively low detector acceptance for the 7m~ particle. In order to get even better
fit results in both the very forward and the very backward polar and azimuthal angles of 7,
particularly in the higher resonance region, it would be valuable to run further deuterium
target experiments with the upgraded CLAS12 detector, at Q2 up to 11 GeV?2. This would also
allow us to improve our knowledge of the (Q? evolution of the transition form factors off the
bound nucleon system, and would ultimately grant access to the isospin-dependent structure
of baryons.
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-~ Appendix A

. Parameter Tables

Table A.1: Parameters of pion 6 versus p cut functions.

Sector | Position Co Cy Cy Cs Cy
1 upper 96.090 8.000 0.472 0.250 0.117
lower 86.090 8.000 0.472 0.250 0.117
2 upper 38.152 [ 3.699 x 107° | 5.408 x 107° | 1.812 x 10~
lower 33.652 [ 3.699 x 107° | 5.408 x 107% | 1.812 x 10~
3 upper 116.152 | 3.699 x 107° | 5.408 x 107 0.1 1.812 x 10~
lower | 107.152 | 3.699 x 107> | 5.408 x 107° 0.08 1.812 x 1077
4 upper 113.152 | 3.699 x 107° | 5.408 x 107 0.15 1.812 x 10~
5-1 upper 118.152 | 6.699 x 107° | 5.408 x 10~ 0.2 1.812 x 10~
5-2 upper | 108.152 | 3.699 x 107° | 5.408 x 10~° 0.2 1.812 x 10~
lower 96.152 | 3.699 x 107> | 5.408 x 10~ 0.03 1.812 x 1077
5-3 upper 39.652 | 3.699 x 107" | 5.408 x 10~° 0.01 1.812 x 10~
lower 35.652 | 3.699 x 107" | 5.408 x 10~ 0.01 1.812 x 1077
6 upper | 106.152 | 3.699 x 107 | 5.408 x 10~° 0.15 1.812 x 1077

Table A.2: Parameters of proton 6 versus p cut functions.

Sector | Position Co (& Cy Cs Cy
2 upper | 26.509 | -116.557 | 175.167 | -64.472
lower | 26.509 | -116.557 | 175.167 | -64.572
5-1 upper | 88.042 | -0.321 0.070 | -46.934
lower | 87.094 | -0.371 0.065 | -50.990
5-2 upper | 31.248 | -135.817 | 198.038 | -65.168 | 0.045
lower 31.248 | -135.817 | 198.038 | -69.468 | -0.010
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Table A.3: AT shift parameters.

Sector | Counter | Aty (ns) | Aty (ns) | Atz (ns) | Aty (ns) | Ats (ns)

25 0.34
36 -0.36
43 -0.04

1 41 3.63 0.18 -2.96
42 -0.08 -2.14
45 4.72 3.16 0.32 -3.04
46 -0.03 -1.02 -2.15 -5.82
47 5.97 5.00 0.22
24 1.18
22 0.09
27 -0.46
29 -0.37
36 -0.46
37 0.25

9 40 2.90 -0.10 -2.74 -7.17
41 8.40 7.34 4.10 3.05 -1.80
42 4.78 0.45
43 10.81 8.22 6.94
44 6.69 3.93
45 5.30 0.25
46 8.05 0.85
A7 0.11 -1.66
11 0.34
23 0.21
24 -0.33
25 3.42
30 -0.16
35 -0.40
38 -0.53

3 36 -0.18
40 -0.10 -3.95
41 -0.05 -0.86
42 -2.03 -5.50
43 -0.50 -3.60
44 -8.19 -10.52
46 -0.60 -1.44 -3.35
47 4.62 2.00 -0.61
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Table A.4: AT shift parameters continued.

Sector | Counter | Aty (ns) | Aty (ns) | Atz (ns) | Aty (ns)

22 0.08
23 -0.35
25 -0.37
26 -0.27
27 -0.48
37 -0.42
38 -0.53

4 39 4.24
40 -0.21
41 0.59
42 2.95 0.04
43 2.99 1.29 -0.99
44 -0.12
45 0.07
46 1.19 0.17
A7 0.04
22 0.14
24 0.01
25 0.08
37 0.43
40 4.65 1.44

5 41 -0.44
42 4.23 1.17 0.28 -1.86
43 2.37 0.46
44 0.76 -0.73
45 0.08
46 -2.11
47 -2.06 -4.10
25 -2.11
31 1.55
40 3.90 0.05

6 43 -1.77
44 1.37 -0.06
45 3.69 0.10
A7 5.26 2.63 0.85
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Table A.5: Parameters of the proton momentum correction function.

parameter value
Co —2.01369 x 1072
Ch 2.36456 x 1074
Co 2.18450 x 107°
Cs 1.29756 x 1072
Cy —2.00838 x 10~*
Cs 1.88744 x 107°
Cs 1.03155 x 1072
Cr —7.19808 x 10~
Cs 6.11292 x 10~7

Table A.6: Parameters of pion # versus ¢ cut functions.

parameter By P P,
data Comaz 25.1028 | -0.248504 | -0.470204
Comin -25.1039 | 0.249551 | 0.470333
Cy 20.4540 | 2.52675 3.34473
Ch 0.255487
simulation Comaz 27.0012 | -0.741629 | -0.723387
Comin -27.5001 | 0.777486 | 0.734897
Cy 14.1899 | 0.999445 | 2.84491
Ch 0.135487

Table A.7: Parameters of proton 6 versus ¢ cut functions.

sector | function B, P P,
1 Omaz 24.2559 | 0.0840516 | -9.00173
Omin -24.3303 | 0.1096713 | -8.85532
2 Omaz 83.1846 | 0.0967659 | 0.376712
Omin 36.5613 | 0.129967 | -7.20855
3 Omaz 144.4382 | 0.0895825 | 10.7034
Omin 95.0490 | 0.0955602 | 6.03828
4 Omaz 203.271 0.11877 6.32992
Omin 155.694 | 0.090633 | 11.05086
5 Omaz 264.817 | 0.112822 | 10.7241
Omin 215.618 | 0.122742 | 4.34678
6 Omaz 323.471 | 0.113954 | 10.9227
Omin 275.005 | 0.0729742 | 24.2907
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Table A.8:

0. correction function parameters.

Para 0. ind secl sec 2 sec3 sec 4 sec b sec 6
A | 020E-01 | -0.13 0.57 1.76 0.63E-01 | 0.28E-01
[16,32.5] [ B | -0.25E-02 | -0.16E-02 | 0.77E-02 | -0.18E-01 | 0.34E-02 | 0.42E-02
C | 0.15E-03 | 0.27E-03 | 0.58E-03 | 0.49E-03 | 0.39E-03 | 0.27E-03
@ A 6.25 5.22 0.57 1.76 24.81 853
32.544] [ B | -0.27 20.65 | 0.77B-02 | -0.18E-01 | 17.04 | -0.10E-02
C | -0.32E-03 | -0.35E-01 | 0.58E-03 | 0.49E-03 | 0.21E-02 | 0.12E-02
A | -0.50E-03 | 0.10E-01 | -0.99E-01 | -0.25 | -0.48E-03 | -0.42E-04
[16,32.5] | B | 0.97E-04 | 0.95E-04 | -0.17E-03 | 0.37E-02 | -0.84E-04 | -0.76E-04
C | 0.45E-05 | 0.75E-07 | -0.11E-04 | -0.89F-05 | -0.49E-05 | 0.60E-06
g A | -047 2040 | -0.99E-01 | -0.25 1.91 20.62
32.5,44] | B | 0.21E-01 | 0.51E-01 | -0.17E-03 | 0.376-02 | -1.34 | 0.61E-04
C | 0.11E-04 | 0.13E-02 | -0.11E-04 | -0.89FE-05 | -0.53E-04 | -0.28E-04
A “0.17E-03 | 0.59E-02 | 0.12E-01
16,32.5] | B ~0.22E-03
C | 0.11E-03 | -0.10E-03 | -0.12E-03 | 0.12E-03 | -0.96E-04 | 0.73E-04
v A | 0.11E-01 | 0.10E-01 | 0.59E-02 | 0.12E-01 | 0.49E-01 | 0.15E-01
32.5,44] [ B | -0.55E-03 | -0.13E-02 Z0.22E-03 | 0.24E-01 | 0.81B-06
C | -0.22E-03 | 0.24B-04 | -0.12E-03 | 0.12E-03 | -0.21E-03 | -0.13E-03
A ~0.14E-03 | -0.14E-03
[16,32.5] | B 0.52E-05
C 449 449 449 449 449 449
¢ A | -0.98E-04 | -0.87TE-04 | -0.14F-03 | -0.14E-03 | -0.41E-03 | -0.12E-03
32.5,44] [ B | 0.47E-05 | 0.11E-04 0.52E-05 | 0.53E-03 | 0.14B-07
C 449 | -0.70E-06 | 449 449 449 449
A 0.12E-05 | -0.62E-05
[16,32.5] [ B ~0.43E-07
C 8.05 1.95 153 1.44 1.26 8.13
g A 0.12E-05 | -0.62E-05
32.5,44] | B ~0.43E-07 | -0.21E-04 | 0.23E-09
C | 818 153 1.44 -0.16 -0.90
A 0.19E-06
[16,32.5] [ B
C
. A 0.19E-06
32.5,44] | B 0.18E-06 | -0.21E-10
C ~0.23E-07
A ~0.15E-08
[16,32.5] | B
C
c A ~0.15E-08
32.5,44] [ B
C 0.47E-09
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Table A.9:

pe correction function parameters.

Para . ind secl sec 2 sec3 sec 4 sec 5 sec 6
A 1.01 1.0 1.01 1.01 0.99 1.01
[16,52] | B" | -0.10E-02 | -0.16E-02 | -0.27E-02 | -0.30E-02 | -0.18E-02 | -0.78E-03
o C" | -0.90E-04 | -0.48E-04 | -0.85E-04 | -0.42E-04 | -0.53E-04 | 0.35E-05
D’ -0.22E-07
o 0.50E-08
A" | -0.34E-03 | 0.58E-04 | -0.25E-02 | -0.74E-03 | 0.19E-02 | -0.28E-03
[16,52] | B" | 0.85E-05 | 0.92E-04 | 0.28E-03 | 0.40E-03 | 0.15E-03 | 0.90E-04
6 C" | 0.87E-05 | 0.52E-05 | 0.82E-05 | 0.42E-05 | 0.56E-05 | -0.15E-06
D’ -0.69E-09
E 0.11E-09
A" | -0.69E-06 | -0.29E-05 | 0.10E-03 | 0.85E-05 | -0.71E-04 | 0.39E-05
v | [16,52] | B" | 0.12E-05 | -0.17E-05 | -0.65E-05 | -0.18E-04 | -0.48E-05 | -0.27E-05
C" | -0.26E-06 | -0.16E-06 | -0.24E-06 | -0.12E-06 | -0.19E-06
A" | 0.81E-07 | 0.48E-07 | -0.11E-05 0.80E-06
¢ | [16,52] | B" | -0.21E-07 | 0.89E-08 | -0.54E-07 | 0.34E-06 | 0.47E-07 | 0.22E-07
C" | 0.24E-08 | 0.15E-08 | 0.23E-08 | 0.12E-08 | 0.19E-08
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-~ Appendix B

. Differentical Cross Sections

W=1.1125GeV, Q*=0.5GeV?, cos8,=-0.7

W=1.1125GeV, Q*=0.5GeV?, cos6,=-0.5

100 150 200 250 300 350 50 100 150 (200

Figure B.1: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.1125 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a 4 bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section

points.
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Figure B.2: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.1125 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0~ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.3: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.1375 GeV and Q2 = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0~ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.4: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.1375 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a 4 bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section

points.
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Figure B.5: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.1375 GeV and Q? = 0.9 GeV?. The ¢ _ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a 4 bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.6: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.1625 GeV and Q2 = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.7: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.1625 GeV and Q? = 0.7 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
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points.
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Figure B.8: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.1625 GeV and Q2? = 0.9 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.9: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.1875 GeV and Q? = 0.5 GeVZ The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.10: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.1875 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section

points.
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Figure B.11: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.1875 GeV and Q? = 0.9 GeVZ The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
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Figure B.12: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.2125 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0% _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a 4 bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.13: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.2125 GeV and Q? = 0.7 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 6_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.14: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.2125 GeV and Q? = 0.9 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0% _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section

points.
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Figure B.15: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.2375 GeV and Q? = 0.5 GeV2 The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section

points.
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Figure B.16: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.2375 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.17: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.2375 GeV and Q? = 0.9 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.18: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.2625 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
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Figure B.19: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.2625 GeV and Q? = 0.7 GeVZ The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
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Figure B.20: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.2625 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.21: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.2875 GeV and Q? = 0.5 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
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Figure B.22: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.2875 GeV and Q2 = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
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Figure B.23: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.2875 GeV and Q? = 0.5 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
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Figure B.24: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.3125 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.25: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.3125 GeV and Q? = 0.7 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.26: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.3125 GeV and Q? = 0.9 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.27: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.2125 GeV and Q? = 0.5 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
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Figure B.28: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.2125 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.29: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.2125 GeV and Q? = 0.5 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.30: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.3625 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.31: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.3625 GeV and Q? = 0.7 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.32: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
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Figure B.33: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.3875 GeV and Q? = 0.5 GeVZ The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
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Figure B.34: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.3875 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.

Y 1.3675GeV, 0P=0.9GeV:, cos0 =09 R =1 3875GeV. 0°=0.9GeV*, cos0 =-0.7

35— 35
quasitres

s OE H- s

= @ e .

: GE A oo :

T R

s 1 = 1
05— 05
o o T T o 20 g o g oF b by T R o T T
4 =1.3875GeV, O’=0.9GeV”, c0s8 =-0.5 " =1 GeV, 0?=0.9GeV?, cos8 =-0.3
E-N 35

s E 5 3

2 asp- ERE

F F : -

EREE] s

3 B E i
05 05
o o T T o 20 £ T ° 9 by TS0 R T B —3
B =1.3875GeV, 0’=0.9GeV?, cosh =0.1 A /=13875GeV, 0=0.9GeV”, cos6 =0.1
35— 35

= E 5 3

2 asp- 2 25

s 2B g 2

T 1B T s

3 B E i
05 05
o 5 T ™ o 20 z g % oF 9 T TS R T B g
4 /=1.3875GeV, Q’=0.9GeV?, ¢0s6,=0.3 " =1.3875GeV, 0’=0.9GeV”, c0s8 =05
35— 35

= B z 3

2 asp- s 2

§ E §

S isp T s

3 B H i
[H-= 05
9 s ™ T o 20 T ° ™ T m
4 =1 GeV, 0°=0.9GeV?, ¢os8,=0.7 A =1 GeV, 0’=0.9GeV?, c0s0 =09
asB-

3 JE z

L PE k|

LB g

3 3

3 N -= H
05—
9 E ™ T m o %

Figure B.35: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.3875 GeV and Q? = 0.9 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.36: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.4125 GeV and Q2 = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.37: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.4125 GeV and Q? = 0.7 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.38: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.4125 GeV and Q? = 0.9 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.39: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.4375 GeV and Q? = 0.5 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.

106



/=1.4375GeV, Q°=0.7GeV?, ¢os0 =:0.9 =1.4375GeV, 0°=0.7GeV?, cosB =0.7

doldo, (blsr)
|
|®
o
{
dold,ublsr)

/=1.4375GeV, Q?=0.7GeV?, ¢os0 =:0.5 =1.4375GeV, 0°=0.7GeV?, cosh =:0.3
sE- sE=
5 =
EEE =N H=.
g g
3 E ]
o £ 10 T o 0 70 £ =y o EY 00 TH o 20 70 £ £y
=1.4375GeV, 0?=0.7GeV?, cosd =-0.1 /=1.4375GeV, Q°=0.7GeV?, cosf =0.1
sE- sE-
5 B
32 sE H=.
g g
3 E § E
o n THO Tér R o T ° z T R T g T
=1.4375GeV, ?=0.7GeV?, cos6 =03 =1.4375GeV, 0*=0.7GeV?, cos0 =0.5
sE- sE-
5 B
2 sE =
d
g 2B g 2B~
1 1B
0 0

=1.4375GeV, 0°=0.7GeV?, c0s0 =0.7 =1.4375GeV, Q?=0.7GeV?, cosd =0.9
# ™ ey w2 iy ” £y

Figure B.40: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.4375 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.41: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.4375 GeV and Q% = 0.9 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.42: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.4625 GeV and Q2 = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.43: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.4625 GeV and Q? = 0.7 GeV2 The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.44: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.4625 GeV and Q? = 0.9 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.45: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.4875 GeV and Q? = 0.5 GeVZ The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.

109



/=1.4875GeV, Q°=0.7GeV?, ¢os0 =:0.9 =1.4875GeV, Q°=0.7GeV?, cosB =-0.7

a5B= . 45
-~ A - 4
R B [ ] a5
O] R
Y N A Z e
R 2 g§ 2
5 15 5 15
<. e [N o
9 £ T i o 0 2 v ey o5 £y 05 T o 20 ey g 2
/=1.4875GeV, Q?=0.7GeV?, ¢os0 =:0.5 =1.4875GeV, 0°=0.7GeV?, cosh =:0.3
5 5
a5 45
~  af- 1
F asB- 35
R o ET
: § 5
I & T s
1B 1
05[= 05
o £ T ™ o 200 ey o £ o5 EY T TH o 20 75 - -
=1.4875GeV, Q*=0.7GeV?, cosh =0.1 /=1.4875GeV, Q?=0.7GeV?, cosh =0.1
5 5
45 45
-~ af- 4
§  esf- 35
: GE ER
s of i %
Y 2 ous
1B 1
05 05
o n TH —Ti—— " T o g oF z T ToT L — g T
=1.4875GeV, 0?=0.7GeV?, cos6 =03 =1.4875GeV, 0*=0.7GeV?, cos0 =05
5 5
a5 45
P = 1
§  asf- 35
ER] E H
El = .
Y N ER
1 1
[ = 05
o 5 ™ ™ R 9 o kg oF 5 by by IR v o T
R =1.4875GeV, 0°=0.7GeV?, cosd =0.7 s =1.4875GeV, 0=0.7GeV2. cosd 0.0
- 45
P = - 4
§ asf- 35
ER] o E H
¢ =R ¢ %
Y = E
1B 1
o5~ 05
o — — — — | 0
0

Figure B.46: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.4875 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0 _ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a+bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.47: Exclusive (black points) and quasi-free (green squares) cross sections in pb/sr are
represented for W = 1.4875 GeV and Q% = 0.9 GeV% The ¢r_ dependent cross sections are
illustrated in each cos 67_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos ¢’ _". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section
points.
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Figure B.48: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5125 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0*_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a +bcos2¢?_ + ccos¢’_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section

points.
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Figure B.49: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5125 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 0_ bin. The blue triangles show MAID2000 model predictions. The blue
lines show fits to the model predictions by the function “a + bcos2¢?_ + ccos¢;_". The black
bars at the bottom of each subplot represent the systematic uncertainty for each cross section

points.
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Figure B.50: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5125 GeV and Q% = 0.9 GeV2. Th e ¢:_ dependent cross sections are
illustrated in each cos@*_ bin. The blue triangles show MAID2000 model predictions. The
blue line s show fits to the model predictions by the function “a + bcos2¢?_ + ccos¢’_ 7. The
black bars at the bottom of each subplot represent the systematic unc ertainty for each cross
section points.
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Figure B.51: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5375 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.52: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5375 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
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Figure B.54: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5625 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.55: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5625 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
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Figure B.56: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5625 GeV and Q? = 0.9 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.57: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5875 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.

115



dolan(ubisr) dolaa(ubisr)

dotda (ublsr)

B

dotda,(ubls)

!

dotdo,(ublsr)

5

Figure B.58: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5875 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
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Figure B.59: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.5875 GeV and Q? = 0.9 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
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Figure B.60: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.6125 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.61: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.6125 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.62: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.6375 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.63: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.6375 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.64: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.6625 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
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Figure B.65: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.6625 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
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Figure B.66: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.6875 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.67: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.6875 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.

120



dolan(ubisr) dolaa(ubisr)

dotda (ublsr)

}

dotda,(ubls)

;

dotdo,(ublsr)

;

W=1.7125GeV, 0°=0.5GeV?, c0s8,=-0.9

EY 0 0 o 200 =0 g £y

W=1.7125GeV, 0=0.5GeV?, ¢0s6.=-0.5

EY 00 0 o 200 70 300 £

=1.7125GeV, 0*=0.5GeV?, cosh =0.1

=1.7125GeV, G*=0.5GeV?, cosd =0.3

=1.7125GeV, O?=0.5GeV?, cosd =0.7

doldQ (ubls) dolda,(ubls) dolda,(ublsr) dolda,(ubisr)

doldQ,(ublsr)

=1.7125GeV, Q°=0.5GeV?, cosB =-0.7

£y ™ =5 3 200 w0 £ =g

=1.7125GeV, Q°=0.5GeV?, cosh =:0.3

A “ A —
= s % = %

W=1.7125GeV, 0=0.5GeV?, cos =0.1

@

=1.7125GeV, Q?=0.5GeV?, cosf =0.5

g ™ by g y T T

=1.7125GeV, (P=0.5GeV?, cosd =0.9

g g Hq,‘ o v g

Figure B.68: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.7125 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.69: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.7125 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.70: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.7375 GeV and Q2 = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
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Figure B.71: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.7375 GeV and Q? = 0.7 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
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Figure B.72: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.7625 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos 07~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos ¢ 7.
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.73: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.7875 GeV and Q2 = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @7~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢r_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each
cross section points.
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Figure B.74: Exclusive (black points) and quasi-free (green squares) cross sections in ub/sr are
represented for W = 1.8125 GeV and Q? = 0.5 GeV?. The ¢:_ dependent cross sections are
illustrated in each cos @~ bin. The blue triangles show SAID and MAID2000 model predictions.
The color lines show fits to the model predictions by the function “a + bcos2¢’_ + ccos¢>_".
The black bars at the bottom of each subplot represent the systematic uncertainty for each

cross section points.
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